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Abstract 
To summarize a text means to compress the text source into a 
shorter text in a way that the informational content is kept the 
same. With regard to the irregular volume of information 
available on the internet, manual summarization of huge volume 

of information by humans will be very arduous and difficult. 
There have been many activities in the field of automatic 
summarization so far. However, a lack of having methods 
capable of achieving a semantic hierarchy available in the 
documents is still felt. In this article we will propose a method 
for summarizing Persian documents which uses ontology for 
recognizing the semantic relationship between different parts of a 
text and extracting important sentences. For this purpose, 

mapping an input document with ontology brings about a graph 
whose vertices are the concepts available in ontology and its 
edges are the relationships among these concepts. This graph 
which is a graph-based representation of the input text comprises 
the necessary computational base for recognizing the important 
sentences in the input document and the production of a 
summary. The achieved results indicate the acceptable capability 
of the proposed method in obtaining semantic relationships 

available in documents and automatic text summarization. The 
FarsNet ontology is the base for this article. 

Keywords: Automatic text summarization, Ontology, FarsNet, 

Ontology-based automatic text summarization 

1. Introduction 

“Text summarization is the process of distilling the most 

important information from a source to produce an 

abridged version for a particular user or task” [1]. The 

growth and the irregular increase of the available 

information on the net or in other words the information 
overload [2], more than ever emphasizes the necessity of 

having a substitution method for presenting and choosing 

the textual contents. Based on such a method the most 

important parts of a text are said and by studying those 

parts, the reader can achieve the main ideas behind them or 

can make decisions about studying the texts thoroughly. 

Undoubtedly it is very difficult for humans to study and 

summarize a massive volume of textual documents 

available on the internet, by considering the time limit 

perhaps impossible. 

 

Various classifications for automatic text summarization 

systems have been presented from different points of view 

([3-6] for more study). Summarization Systems based on 

their output are grouped into extractive vs. abstractive and 

generic vs. query-based. In extractive text summarization 

systems the summary includes the most important parts 
available in the text (sentences, paragraphs, etc.), without 

making any changes [4], whereas for abstractive systems 

the summary is achieved by comprehension and then 

retelling the original text in fewer words [7]. Likewise 

generic text summarization systems are those in which the 

summary includes the most important parts available in the 

document while in query-based systems the summary only 

includes the concepts which are closely related to the 

query [8-9]. 

 

The summarization systems are classified into the 
following three groups according to the methodology used 

and the level of processing: surface-level, entity-level, and 

discourse-level. In surface-level systems the summary is 

brought about by depending on a collection of shallow 

features such as thematic features (presence of statistically 

salient terms, based on term frequency statistics), location 

(position in text, position in paragraph) and background 

(presence of terms from the title or headings in the text). In 

entity-level systems entities as well as the relation between 

them such as similarity, proximity, co-occurrence, co-

reference and syntactic relations, are modeled by an 

internal representation for the text. In these systems 
generally for the sake of recognizing saliency, using 

structures such as graph topology, a representation of 

patterns of connectivity in the text is created. In discourse 

level systems the summary is also created with modeling 

the overall structure of the text and the relation available in 

it, in order to achieve communicative goals. The 

considered structures for the text in these systems can 
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include the format of the document, threads of topics and 

rhetorical structure of the text. 

 

According to another classification, automatic text 

summarization methods are generally divided to two 

groups: supervised methods and unsupervised methods [1]. 
Supervised methods usually use training sets of documents 

and associated summaries, which based on that the original 

sentences are labeled as relevant or non-relevant, for 

inclusion in the summary [4; 10-12]. After training, by 

working on unlabeled texts the system rank the sentences 

due to their relevance in order to include them in the 

summary. On the other hand, unsupervised methods by 

depending on a set of rules and without any need to 

training sets, engage in summarizing documents [8; 13-

14]. Unsupervised methods can be categorized into the 

following three groups: vector-space method, graph-based 

method and text-based methods, according to the 
representation performed from the input text and their 

work space. In methods based on vector space, after 

representing text units (terms, sentences, paragraphs or 

documents) in a format of vectors in a vector space, the 

most relevant units are chosen to be present in the 

summary, by using techniques like Latent Semantic 

Analysis (LSA) [15-16] or Maximal Marginal Relevance 

(MMR) [17], (e.g. [18-20]). In graph-based methods the 

goals of summarization are followed by representation of 

each of the text units in the format of graphs’ vertices and 

their relations in the form of graphs’ edges [21], (e.g. [22-
24]). Finally, in text-based methods the processed text is 

summarized without being transferred to another work 

space [25]. 

 

In order to make an intermediate representation of input 

text in ontology-based automatic text summarization, we 

use the ontology knowledge-base. Ontology which is a 

philosophical concept, is the explicit specification of a 

conceptualization [26]. Ontology is a word with a Greek 

etymology which is comprised of the two words; “onto” 

which means “beings” and “logos” which generally means 

“science”. Thus it can be said ontology is the science or 
study of beings [27]. Based on interpretation ontology is a 

systematic account of existence [26], which is used for 

modeling the real world’s entities and the relation among 

them. In knowledge-based systems everything that exists, 

is exactly what its representation is possible [26]. It can be 

inferred that in different tasks of the artificial intelligence, 

what can exists in a conceptualized world, is determined 

by what can be represented [28]. Therefore, we will use 

the ontology for representing the present world for the 

machine, so that by using the summarization methods 

which have the ability to extract semantic hierarchy among 
the entities, we specifically pursue the goals of automatic 

text summarization. Today there is also a need to pay 

attention to semantics in Information Extraction (IE) 

systems, in order to improve the usage of the available 

information and this has been emphasized [29-30]. 

 

The aim of this paper is to design and implement an 

extractive, generic, entity-level, unsupervised and graph-

based text summarization system, for Persian documents 
for which ontology is the basis for forming summaries. In 

this framework in section two, we will consider the works 

done in this field and then in section three the ontology of 

FarsNet will be introduced. In section four our attention 

will go to the architecture of the proposed system. In 

section five by considering the method of evaluating the 

automatic text summarization systems, the results of the 

proposed system will be analyzed. Finally the sixth section 

is dedicated to conclusion. 

2. Related Works 

The first automatic text summarization system was 

presented in 1958 [29], in which the summary is produced 

by using a set of shallow features. By the passage of time, 

there have been many efforts in this field (e.g. [18; 25; 31-

40]), it is in a way that we can say this branch has reached 
its maturity today [41]. However, the background for using 

ontology for the purpose of automatic summarization and 

the improvement of its achieved results does not have an 

old history.  

 

Wu and Liu [42] have dealt with the comparison of the 

two methods of summarization; one based on term 

frequency and another based on ontology in business news 

articles. They have recognized the most important topics 

by using ontology and they have determined the relative 

significance of each of them as well. Then the paragraphs 

will be chosen with regard to the size of the summary by 
ranking each of the paragraphs according to their 

relevance to the title of the document. In [21] for the sake 

of the improvement of semantic representation of the 

source text, the ontology is used as specific domain 

knowledge for biomedical extractive text summarization. 

Hennig et al. [43] achieved a better representation of 

sentence’s information content by matching the sentences 

of the text with the ontology's vertices. Using a classifier, 

they have chosen the best sentences for presenting in the 

summary, by depending on the extracted features from the 

ontology for each sentence. 
 

Viswanath [44] in order to present a method beyond 

statistical methods, has proposed a knowledge-based 

method which has used ontological knowledge for 

determining the importance of the sentences. The ontology 

used in this research is Wikipedia ontology. In [45] the 

ontology for multi-document summarization (in which the 

summary includes the most important notions from more 
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than one document) is also used. Bawakid [46] in his 

doctoral thesis by using WordNet [47] has dealt with the 

semantic similarity among the terms. Then by quantifying 

these similarities, with regard to their semantic content, the 

sentences will be scored and finally the sentences with the 

highest scores will be chosen for inclusion in the 
summary. In this study a module is also used to reduce 

redundancy. Zhu et al [48] have proposed a method for 

summarizing the web pages based on ontology, in which 

the importance of each of the sentences have been 

evaluated by considering a combination of topic concepts 

and webpage structure and then the summary is formed. 

Yago-based Summarizer is another sample of these 

systems which was presented by Baralis et al [49]. In this 

system in order to achieving the real meaning of the texts, 

some steps like entity recognition and disambiguation 

based on Yago ontology [50] for automatic text 

summarization have been considered. [51] By doing a 
review on the recent progress in the field of ontology-

based summarization, with a dependence on methods such 

as socio-cognitive and structural discourse models, has 

been introduced the Textminer as an automatic text 

summarization system. Li and Li [52] have suggested a 

system for summarizing documents in the field of disaster 

management, by studying the possibility of using ontology 

in multi-document summarization. 

 

With regard to the fact that in all the mentioned studies, 

ontology is the basis for forming the summaries what is 
common among them as expected, is the level of process 

of entity-level in them. All of the works pursue to obtain 

semantic levels available in the text in summarization 

goals by using ontology. There have been no studies 

performed in the field of summarizing Persian documents 

based on ontology so far. The system presented in this 

study with acting in the entity level will deal with 

summarizing documents by using the FarsNet ontology. 

3. FarsNet 

WordNet [47] is a large electronic lexical database of 

English which has been designed by Princeton University 

and includes nouns, adjectives, verbs and adverbs which 

are classified into the sets of cognitive synonyms (synset). 

There have been several versions of WordNet designed for 

different languages like German, French, Spanish, Dutch, 
Italian and etc. so far. FarsNet is also a version of 

WordNet which has been devised by the laboratory of 

natural language processing of the Shahid Beheshti 

University for Persian language. The first version of the 

Persian WordNet [53] includes word, syntactic and 

semantic knowledge for more than 15000 Persian words 

and phrases, and 1000 synsets which is formed by nouns, 

adjectives and verbs. Likewise WordNet, FarsNet also 

organizes words in collections which are cognitively 

synonymous and these collections are called synonym set 

or synset. There is a noticeable difference in the size of 

this lexical database and that of the WordNet of the 

University of Princeton which includes 155,287 word 

entries and 117,659 synsets. The most important relation 
between the words in FarsNet is the synonymy relation. 

FarsNet is designed in a way which its connectivity with 

WordNet 3.0 is possible and the relation between equal-to 

and near equal-to among the synsets exists. 

 

The second version of this lexical database [54] consists of 

more than 30,000 lexical entries from parts of speech like 

nouns, verbs, adjectives and adverbs and more than 20,000 

synsets. The relations between senses and synsets in 

FarsNet are like the relations available in WordNet. 

Relations such as anthonymy, synonymy, hypernymy, 

hyponymy, meronymy. 

4. Automatic Summarization System 

The proposed summarization system in this study is made 

of two phases: preprocessing which includes all the 
necessary activities in order to extract information and 

recognize the lexical relationships available in the text and 

the processing phase in which regarding the information 

extracted in the previous phase, the necessary processes 

are performed to select the most suitable sentences and 

produce the summary. In what follows we will study the 

details related to each of these phases.  

4.1. Preprocessing 

This phase whose aim is to create the necessary 

calculations to produce the summary in the next phase, 

itself includes several steps. These steps respectively are: 

 

A. Tokenization: In this level as the first level of the 

system architecture, the input document as a stream of text 

is decomposed to comprising tokens (words, symbols and 

other meaningful elements).  

 
B. Sentence Boundary Detection: This level includes the 

recognition of the boundary of sentences as the desired 

text unit. For this purpose Persian punctuation marks 

including (“.”, “!”, “?”) which are used at the end of 

sentences, have been used.  

 

C. Anaphora Resolution: Anaphora describes the 

language phenomenon of referring to an entity (an object 

or event) which was mentioned before and anaphora 

resolution is the process of finding these entities [55]. 

Consider a document whose subject is diabetics. The name 
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of this disease may appear only once in the beginning of 

the text and after that, pronouns and referral phrases are 

used. By considering the sentences as the text units, these 

references will be definitely disconnected. Moreover there 

will be problems when each sentences' elements are 

matched with ontology entries, and consequently the 
authenticity of the results will be reduced. Therefore it 

seems necessary to replace pronouns and referral phrases 

with the corresponding references in each high-level task 

from the natural language processing, in order to maintain 

the semantic structure of sentences. In Persian, a pronoun 

as a grammatical word only refers to person and number 

and falls into seven types: personal, adjoining personal, 

demonstrative, reflexive/emphatic, reciprocal, question 

and indefinite pronouns. Considering the fact that a ready 

component for anaphora resolution in Persian is not 

available, we have just attempted to replace personal and 

demonstrative pronouns with the corresponding references 
and we abandoned to replace other types of pronouns as 

well as referral phrases with their references. Consider the 

following example: 

 

[Grahame Bell] is the [first inventor of practical 

telephone]. [He] was one of the founding members of the 

National Geographic Society. [The inventor of telephone], 

[who] was born in Edinburgh, Scotland, was educated at 

the University of London. 

 

By identifying the personal pronouns (I, you, he, she, it, 
you, we, and they) as well as the names of people in 

Persian language, the recognized pronouns will be 

replaced with the first name which has been previously 

mentioned in the previous sentence. To recognize the 

names of people, we have used the Persian version of 

Wikipedia. In the above example [He] replaces with 

[Graham Bell]. For adjoining pronouns which accompany 

another word such as “کتاا  م” (my book), “کت  ات” (your 

book), “کت  ش” (his/her book), “کت  ما ن” (our book), “کت  تا ن” 

(your book) and “کت  شاا ن” (their book), based on the 

stemming conducted in the next step, the adjoining 

pronoun is removed and only the stem remains (“  کتا”, 
book). For demonstrative pronouns “ایاه” (this) and “آن” 

(that) a replacement with the first noun before it (the 

nearest noun) takes place. For the rest of remaining 

pronouns including reflexive/emphatic (myself, himself), 

question pronouns (who, what, which), indefinite pronouns 

(all, no) and reciprocal pronouns (each other, together) no 

replacement has taken place. 

 

In this article no attempts have been made to replace the 

referral phrases with the corresponding references which 

regarding to the ontology-based approach, is justifiable. 
Namely, in the above example, [Grahame Bell] who is an 

instance of “inventor” (and more specifically he is “the 

inventor of telephone”), is semantically related to the 

phrase [the inventor of telephone] and their entities in the 

graph representation of the input text (which will be 

produced in the last step in the preprocessing phase), will 

be connected and adjacent. 

Undoubtedly, the approach used in this paper will have 

some shortcomings, but as mentioned because there is no 
component available for this purpose, and the necessity of 

performing anaphora resolution, this primary method has 

been used. Also as the emphasis of this research is on 

ontology-based automatic summarization, this approach 

has been considered as sufficient. The achieved results 

imply the improvement of summarization process when 

using this primary approach in comparison to the time it is 

not used. Obviously the application of comprehensive 

approaches and with a high reliability for anaphora 

resolution will result in better results of summarization.  

 

D. Stemming: Stemming is the act of reducing the words 
that are morphologically similar to each other into a simple 

term which is called stem or root [56]. For example the 

word “مشالات” (difficulties) reduce to the stem “ مشال” 

(difficulty). Regarding the fact that the FarsNet 

knowledgebase is made of the stems relating to the entities 

not their different morphological forms, it seems necessary 

to achieve the stems of words to match them with the 

ontology. To fulfill this aim we have used the automatic 

stemmer of Persian words presented by Nojavan, 

Ramezani and Feizi-Derakhshi [57]. This automatic 

stemmer uses a combination of Persian lexical rules and a 
database in order to get the stems. 

 

E. Named Entity Recognition (NER): NER is the 

recognition of the important names in the text like the 

names of people, organizations and locations [58]. In this 

study, to recognize named entities automatically, based on 

the fact that the ontology is itself the hierarchical database 

for entities, all the available words in input text, have been 

searched in FarsNet and if there is a match in each search, 

a named entity will be recognized. The FarsNet 2.0 is the 

base for ontology-based calculations in this study. It is 

evident that the authenticity resulted from this section 
depends on the number of available entities used in the 

ontology. The recognized entities comprise the graphs' 

nods which are the conceptual base for selecting sentences 

for inclusion in the summary. By extracting the relations 

between the recognized entities, the graph will be 

completed in the next step. 

 

F. Relation Extraction: As mentioned before the work 

space in this study is graph-based. The goal of this level as 

the last level in the preprocessing phase is the completion 

of the graph topology and creating a graph-based 
representation of the input text. After the entities have 

been recognized in the previous stage, in this stage by 

considering the ontology, the semantic relations among 
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each of these entities will be recognized and these relations 

as edges between vertices (entities) of graph will be 

drawn. To do this, we will use a collection of semantic 

relations including hypernymy/hyponymy, meronymy, 

antonymy, and synonymy, which has been extracted from 

FarsNet. If the vertex (entity) νi happens in the synset of 
the vertex νj a directed edge will be drown between them 

(from νi to νj). At the same time, synsets are related via 

semantic relations such as hypernymy, hyponymy and 

meronymy. If X is a subtype or an instance of Y, then X is 

a hyponym of word Y (or Y is a hypernym of word X). 

For instance “Graham Bell” is a hyponym for “inventor” 

(as well as “inventor” a hypernym for “Graham Bell”). If 

X is a part of Y, then X is a meronymy of Y. For example, 

finger is a meronymy of hand. These relations exist among 

synsets. If the relations of Hypernymy/Hyponymy, 

Meronymy exist between corresponding synsets of each 

vertices a directed edge will be drawn between them. Also 
by extracting the antonymy relation between entities from 

FarsNet, provided that there is an antonymy relation 

between two vertices, a directed edge will be drawn 

between them. The idea in this approach is that the 

existence of any of the mentioned relationships among the 

vertices of the graph, represents the semantic relation 

between corresponding entities. By doing this a graph-

based representation of the input text is created which 

includes the semantic relations among their entities and 

contains a semantic schema of the input document.  The 

resulting graph is a small sub graph of the set of the 
entities available in the ontology and the relations among 

them. We should pay attention that since it is possible to 

have more than one relation from the mentioned ones 

between two vertices, it is also possible to draw more than 

one edge from one vertex to another in the graph (directed 

multigraph). 

 

Figure 1 represents an illustration of the available steps in 

the first phase of the summarization system. As it is seen 

the input text, is the input of the phase and its output is a 

graph representation of the input text. 

4.2. Processing 

In this phase the gained information from the previous 

phase will be processed to produce a summary in two 

steps. These two steps are: 

 

A. Graph Analyzer: as mentioned, in extractive 
summarization, the summary is obtained by choosing a 

subset of sentences from the original document. For this 

purpose a set of the most central sentences containing the 

most important information available in the original 

document, is chosen. The centrality of a sentence is 

usually determined by the centrality of its words [59]. The 

aim of this section is to evaluate each of the entities to be 

able to decide the centrality of each of the sentences in the 

next stage, in order to achieve a sort of ranking. In this 

research we have used three evaluation measures which 

include Degree centrality [60], Eigenvector centrality [61] 

and Barycenter centrality [62] to evaluate the centrality of 

each of vertices of graph (entities). 
 

 

Fig. 1 Preprocessing Phase 

 

● Degree Centrality: Based on this measure the centrality 

of each vertex in the graph equals the number of its 

relations or edges. In other words the centrality of each 

vertex equals its degree. With regard to the fact that the 

graph is directed, the degree of each vertex equals the total 

number of input and output edges to/from it. The idea 

behind this measure is that a high degree of each vertex in 
the graph represents more relations to the other vertices 

and consequently its higher semantic importance. 

Therefore it can be said in brief that in a graph the degree 

centrality of a vertex, equals its relations with other 

vertices of the graph. 

 

● Eigenvector Centrality: This measure is an expansion 

of the degree centrality measure, with this explanation that 

unlike the degree centrality measure, the centrality of a 

vertex is not only dependent on its degree, but the degree 

of the vertices which are in relation with the desired 
vertex, will influence the centrality. In other words 

according to this measure, the centrality of a vertex will be 

high in case it is in relation with other vertices with high 

degrees. Thus a vertex with a few relations with high 

degree vertices will have a higher centrality in comparison 

with a vertex with more relations with low degree vertices. 

Therefore the eigenvector centrality of each vertex equals 
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the degree of it in addition to the total degrees of the 

vertices which have a direct relation (a direct edge) with it.  

 

● Barycenter Centrality: Unlike the two previous 

measures which the centrality of the vertices depend on 

their degree or the degree of adjacent vertices, in this 
measure total distance (the number of edges in the shortest 

path) from each vertex to all other vertices, represents its 

centrality. According to this measure, barycenter centrality 

of vertex ν equals 1/ total distance from vertex ν to all 

other vertices. If the total distance from vertex to all other 

vertices is high, the vertex has a lower centrality, since it 

doesn’t have a direct (semantic) relation with other 

vertices, and vice versa. The highest value of this 

centrality is obtained when the distance from current 

vertex to all other vertices equals one. It means that there 

is a direct edge between the current vertex and any other 

vertices and in such case the corresponding entity 
definitely has a high significance, which has a direct 

semantic relation with other entities. If there is no path 

between the two vertices the distance between them will 

be considered as indefinite.        

 

B. Summary Production (sentence scoring, ranking 

and selection): the aim of this stage as the final stage in 

the system architecture is to determine the centrality of 

each of the sentences of the original document and 

ultimately choosing the most central of them for inclusion 
in the summary. For this purpose at first after determining 

the centrality of each entity in the previous step, we 

calculate the centrality of each sentence as its centrality 

score. The centrality score of each sentence equals the sum 

of centrality of all the entities available in it which 

according to one of the mentioned measures in the 

previous stage have been evaluated. We should pay 

attention in order to avoid sacrificing shorter sentences for 

longer sentences, we should normalize this score by the 

length of the sentences. Then all the sentences based on 

their centrality scores are ranked and at the end the 
sentences with the highest scores, regarding to the 

compression rate which represent the size of the summary 

than to the original document, will be chosen for inclusion 

in the summary. We have used a 30% compression rate for 

all the summarization processes during this study which is 

a common compression rate. 

Figure 2 represents an illustration of the available steps in 

the second phase of the summarization system. As it is 

seen the input of this phase is a graph representation of the 

input text and its output is the summary. 

 

 

Fig. 2 Processing phase 

5. Evaluation Experiments and Results 

In this study a system was devised for the purpose of 

automatic Persian text summarization whose functionality 

base is FarsNet ontology. In what follows we deal with the 

evaluation of the system. 

5.1. Evaluation Condition 

The evaluation methods of the automatic summarization 

systems generally are divided into two main sections: 

extrinsic and intrinsic methods [63]. In extrinsic 

evaluation methods the quality of the summaries in 

performing certain tasks (like Information Retrieval (IR)) 
is evaluated, while in intrinsic methods the summaries 

independently and based on the analyses from the 

summaries are evaluated ([63] is suggested for more 

study). 

 

The base of comparison for the automatic summarization 

systems is the summaries which have been produced by 

humans and are called golden or reference summary. The 

golden summaries for a set of documents are being 

produced by human here. 

 
We have used intrinsic evaluation measures including 

precision, recall and also F-score measure (as the 

combination of precision and recall) to evaluate the 

obtained results of automatic summarization. The 

precision is the fraction of retrieved instances that are 

relevant and the recall is the fraction of relevant instances 

that are retrieved [64]. With regard to the fact that we deal 

with sentences as desired text units, we can express that 

the precision equals the number of common sentences 

between the golden summary and system summary (the 

summary which is produced by system), divided by the 

number of the sentences of the system summary. The 

Summary 
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recall equals the number of the common sentences 

between the golden summary and the system summary, 

divided by the number of the sentences of the golden 

summary [63]. The F-score measure equals the harmonic 

average of the precision and recall measures and equals 

(2×P×R)/(P+R). 

5.2. Evaluation Results 

As mentioned before, in this study there are three ways to 

evaluate the centrality of the graphs vertices and 

consequently the centrality of sentences, including the 

measures of degree centrality, eigenvector centrality and 

barycenter centrality. Thus there are three possible 
methods to produce automatic summary. Table 1 includes 

the evaluation results of the summaries produced by using 

each of the three methods for precision, recall and F-score 

measures. It should be mentioned that values presented in 

this table are the results of average values, obtained from 

evaluation of a set of documents. 
 

Table 1. Evaluation results for ontology-based summarization 
F-Score 

(%) 
Recall 

(%) 
Precision 

(%) 
Centrality Evaluation 

Metric 
60.24 58.62 61.34 Degree Centrality 
63.92 61.82 65.40 Eigenvector Centrality 
56.84 54.76 58.22 Barycenter Centrality 

 

As it is seen the eigenvector centrality has got the best 

results among these three measures. In other words, among 

the three measures of centrality the measure which 

considers the degree of each vertex in addition to the 

vertices related to it, will have a better function in the 
evaluation the importance of different textual texts. The 

summaries produced by using degree centrality measure 

achieved higher values in comparison to barycenter 

centrality measure for the precision, recall and F-score. It 

can be deduced that in evaluating the centrality of the 

vertices of the graph, the measures which are based on the 

degrees of vertices (in the first rank is the one which 

contains the degree of the current vertex in addition to the 

adjacent vertices and the second rank is the measure which 

only contains the degree of current vertex), will have a 

better function in comparison to those which are based on 

distance of vertices from each other. In spite of that the 
obtained results show an acceptable quality in produced 

summaries, we should pay attention to the fact that the 

FarsNet has been the base for decision making for 

sentence selection and summary production, so it is 

expected that using the future and more complete versions 

of that, which contains more entities and more semantic 

relations, leads to better results in automatic 

summarization. 

6. Conclusion 

The existence of an automatic text summarization system 

will definitely facilitate it for one who deals with reading 

and results in time budgeting. In this paper with the aim of 

ontology-based automatic summarization of Persian 

documents, a system has been proposed which recognizes 
the semantic relations available in the text by using the 

FarsNet ontology and extracts the most important 

sentences for inclusion in the summary. The obtained 

results from the evaluation of the produced summaries 

indicate the acceptable success of the proposed method in 

using the ontology of FarsNet in summarizing Persian 

documents. It can be inferred that ontology has an 

effective role in modeling and conceptualizing the real 

world for machine in the task of automatic text 

summarization. 
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