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Abstract 

With the rapid growth of information on the Web and increase of 

users who are daily visiting the web sites, presenting information 

proportionate to requirements of users who are visiting a special 

website so that they could find their desired information would be 

essential. Therefore, analyzing browsing behavior of bew users 

and modeling this behavior has particular importance. The aim of 

recommender systems is guiding users to find their favorite 

resources and meet their needs, using the information obtained 

from the previous users’ interactions. In this paper, to predict the 

web pages with high precision, a hybrid algorithm of clustering 

technique, All-K th-Order Markov model, and neural network are 

presented. For this purpose, in order to model users’ movement 

behavior, after clustering those with the same interests, the 

sequential patterns are extracted on users’ sessions of each cluster 

using all-4th-order Markov model. Next, in the step of pages 

recommendation to a current user, which is performed in an 

online state, first, a current user session is assigned to a cluster 

using neural network. Then Markov model created on the cluster 

which has the nearest match to the current session, is applied and 

a sequence of pages, which the users are interested to view, is 

included in the list of recommendation. The implementation 

results demonstrate that the proposed algorithm has higher 

precision and recall comparing to other recommender systems. 

Keywords: Personalization Web Pages, Clustering, Neural 

Network, Markov Models 
 

1. Introduction 
Web is an important resource for information retrieval 

where Increasing growth of information has caused finding 

the needed information to be more difficult. The main 

challenge users are facing is to effectively find relevant 

information with the minimum effort and time invested. To 

resolve these problems, personalization the web pages in 

 

 

order to customize the web environment has become a 

popular phenomenon. Web personalization is a process 

where information or services provided by a website are 

adapted to the needs of a user or a specific group of users 

by using received knowledge of user navigation behavior 

and his specific interests in the form of a combination with 

content and structure of the website can provide active 

suggestion according to users behavior pattern [1]. User 

behavior modeling is a fundamental factor in each 

personalized system which is done implicitly by user 

information or extracted users’ samples [2]. Using web 

mining techniques in order to extract knowledge from 

available web information is considered one of important 

approaches in web personalizing and it is classified to three 

active researches field based on extracted web data area: 

web content mining, web usage mining, web structure 

mining [3]. So far, many personalized systems based on 

web-mining are created.  In fact, personalization systems 

the web pages are an important component in a website to 

provide the desired or required information of the users 

without their explicit request. The aim of web 

personalization system is to recommend a series of items to 

the current user. Such recommendations include links, 

advertisements, texts, products, etc., in lines with the user’s 

interests and preferences. 

In this paper, a recommender system is presented using 

Markov model and based on users’ interest, predicting the 

future requests of them. In the proposed method, after 

preprocessing log file and extracting of users' features from 

their sessions, the users profile is established in an offline 

state. Then, profile of users by k-means method is 

clustered and users’ movement patterns are extracted. In 
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the next step, All-4 the-order Markov model is applied in 

order to model users’ movement behaviors for each cluster. 

Finally, in an online state, the neural network assigns a 

new user to the cluster belonging to him/her and the 

Markov model corresponded to that cluster predicts future 

users' requests and gives a list of suitable pages to them. 

The proposed algorithm has been simulated on real-world 

data, and the results indicate that proposed algorithm has 

significantly enhanced the quality of the recommendations. 

The rest of this paper is organized as follows:                       

In the second section the needed background material is 

provided. Section 3 includes several works done in this 

field Section 4 elaborates on the proposed method. The 

details of implementation, data set and evaluations are 

explicated in section 5 and finally, section 6 concludes the 

paper. 

 

2. Background Material 

In this section, web usage mining methods and All-K th-

Order Markov model used in this paper are discussed. 

2.1 Web usage mining 
 

Web usage mining refers to process of discovering 

meaningful and suitable patterns of web user’s application 

data. Application data refers to data which is stored in Web 

server log file by users when they use web. Web usage 

mining is the most applicable method for extracting users’ 

behavior pattern in these files [4,5]. This approach 

concentrates on the techniques which can predict user 

behavior while cooperating in web. The principle duty in 

web usage mining is retrieve useful information from the 

web server records. This item is divided in to three phases. 

Data Preprocessing, Pattern Discovery, and Pattern 

Analysis [6,7]. 

Data Preprocessing: the collected web data usually 

consists of large and heterogonous information. The data 

should be changed to homogeneous and adaptable 

information which is suitable for pattern discovery phase. 

Like many data mining applications, preprocessing and 

preparing data include filling the missing values, deleting 

noise, changed and formatted data and eliminating 

incompatibility [8]. In web usage mining, this phase 

includes data purging, recognizing user and their session, 

which are fundamental factors for discovery pattern. 

Pattern Discovery: In this step rules, patterns and statistic 

information, applying data mining techniques on user 

access sessions are discovered. 

Pattern Analysis: seeks rules and statistic information 

acquired form pattern discovery phase which is very 

interesting for management site personnel. 

2.2 All-Kth-order Markov model 

Markov model is a model for studying stochastic processes 

which is efficient for modeling and predicting browsing 

behavior of website users. These models are a method for 

the discovery of sequential patterns in order to predict link. 

This modeling is based on the transition probability 

between web pages that are stored in the user session [9]. 

 

If P = {p1, p2, . . . ,pm} be a set of pages in a web site and  

W be a user session including a sequence of pages visited 

by the user in a visit. Assuming that the user has visited l 

pages, then prob(pi|W) is the probability that the user visits 

pages pi next. This probability, prob(pi|W), is estimated 

using sequences of egae visited by all users in history data, 

denoted by W. This is done by creating a transition 

probability matrix. In principle, with this method, the 

probability of all the pages to be the next page is calculated 

and then the page with the highest probability is selected as 

a predication.   

Of course, the Markov model starts calculating the highest 

probability of the last page visited because during a web 

session, the user can only link the page he is currently 

visiting to the next one. But, since a precise calculation of 

the whole conditional probabilities is not possible, the 

Markov process is used for predication of the next page. 

This process takes a limited number of previously viewed 

K pages. In other words, the probability of visiting a page 

pi does not depend on all the pages in the web session and 

on a small set of k previous pages, where k << l [9]. 

So, the next page, 𝑝𝑙+1, that the user will visit, by equation 

(1) is expressed [9]: 

𝑃𝑙+1 = 𝑎𝑟𝑔 𝑚𝑎𝑥  𝑝𝜖𝑃 {𝑃(𝑃𝑙+1 = 𝑝|𝑝𝑙 , 𝑝𝑙−1, … , 𝑝𝑙−(𝑘−1))}     (1)    

 

Where, k denotes the number of the preceding pages and it 

determines the order of the Markov model . 

The Markov model order is corresponded to the number of 

prior events in predicating a future event. Hence, the 

Markov model from k-th order predicts the probability of 

next event by viewing the previous K event. For calculate 

probabilities, if  𝑆𝑗
𝑘  be a state containing k pages, 𝑆𝑗

𝑘 =

{𝑝𝑙−(𝑘−1) , 𝑝𝑙−(𝑘−2), . . . , 𝑝𝑙}. The probability of  𝑃(𝑝𝑖|𝑆𝑗
𝑘) 

from a history (training) data set, using equation (2) is 

estimated [10]: 

𝑃(𝑝𝑖|𝑆𝑗
𝑘) =  

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(〈𝑆𝑗
𝑘 , 𝑝𝑖〉)

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑆𝑗
𝑘)

                                                (2) 

In most cases, the Markov models with lower order (first 

or second) cannot exactly predict the next page that is to be 

visited by user. This is because these models do not review 

profoundly the user’s history. Thus, in order to achieve to a 
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better precision, the Markov models with higher order 

(third or fourth) must be used. But, higher-order Markov 

models have a number of limitations associated with high 

state-space complexity, low coverage, and sometimes even 

worse prediction accuracy. One method to overcome the 

problem of low coverage is to train varying order Markov 

models and then combine them for prediction. This scheme 

is called the All-K th-order Markov model.  

Utilization of all-K th order Markov model usually 

contributes to produce separate models for each K-order. If 

the model is unable to predict by k-th order, it will try to do 

it by reducing the model order gradually. In this scheme, 

for each test instance, the highest-order Markov model that 

covers the instance is used for prediction. For example, if 

the first, second, and third-order Markov models is built, 

then, given a test instance, first a prediction is done using 

the third order model. If this model does not contain the 

corresponding state, then a prediction is done using the 

second-order model, and so on [11].  

 

 

3. Review of the Previous Works 

In [12] have proposed an experimental system which 

classifies users of browsing patterns using a combination 

of web usage and content mining. In this paper, firstly, the 

profile of users is created based on information achieved 

from web server logs. Subsequently, browsing pattern of 

each class of users is derived applying clustering algorithm 

to profiles. Afterwards, achieved result is combined with 

content of corresponding web page to generate users' 

browsing pattern for predicting future requests. At the final 

stage, recommender engine generates a list of user desired 

pages using neural network.  

 

In [13] has proposed a hybrid model to improve web page 

prediction. The main goal of this paper is optimizing 

efficiency of Markov model by K-NN classification 

algorithm. This hybrid system consists of two parts. In the 

first one, a training dataset is selected and is classified into 

multiple classes that classes illustrate data pattern on data 

set. In the second part, Markov model is applied on 

classified data in order to predict next page. 

 

In [14] has provided a mixed system for discovery and 

analysis of users’ movement patterns. In this paper, after 

preprocessing log file data, a clustering algorithm based on 

ants for pattern discovery is used which is out of system 

line phase. In the online phase, movement patterns are 

classified using decision tree classification method and 

user’s next request in a web site is predicted. 

  

In [15] has suggested a method for predicting web access 

pattern. This model is a combination of Boosting and 

Bagging methods that improves the accuracy of the 

prediction model. It aims to create a prediction model for 

behavior of user's random browsing so that the next 

requested pages could be estimated according to previous 

visited pages. 

Construction steps prediction model provided with 

Bagging, Boosting as follows: 

 Data Preprocessing (Data cleaning, Session 

identification) 

 Apply Bagging method on the training data set 

 Apply Boosting method on the training Data set 

 Combine bagging and boosting prediction results 

The results show that the accuracy of the Bagging and 

Boosting prediction is improved as compared with Markov 

Model and Markov Model combined with ARM. 

In [16], using users' behavior analysis, an approach, which 

makes use of preprocessing of log-file, is presented in 

order to pre-fetch, predict, and improve the performance of 

the web server. Clustering, Markov Model, and association 

rules are the three techniques used in recommending web 

pages. Therefore, after preprocessing and identifying the 

sessions, they are clustered using K-means clustering 

algorithm and measuring similarities. Every data-set is 

grouped in a different cluster. Then, Marco Model predicts 

the results. In case of ambiguity, association rules are 

applied to present accurate results. The knowledge base in 

this system is a reservoir of features which are mined using 

data-mining techniques. These features include the number 

of users, the visited web pages, and the time to access the 

pages. 

 

4. Proposed Method 

The proposed method in this paper is based on web usage 

mining approach. The proposed algorithm consists of two 

phases: offline phase and online phase. In the offline 

phase, at first web server registries are preprocessed, and 

then the users’ sessions are extracted. Then, Users profile 

is created using a mean vector based on each user’s interest 

and with K-means clustering method; the resulting profiles 

are clustered so that the users’ movement patterns to be 

extracted. In the proposed system, the All-4th order 

Markov model is used to model users’ movement 

behaviors in each cluster. Then, in online phase, the 

movement pattern (cluster) corresponding to an active user 

session are indentified using neural network and finally 

using predictive process of the corresponded Markov 
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model, the sequence of  pages are predicted for users. The 

proposed algorithm includes the following steps: 

1. Preprocessing of the server registries in order to extract 

the user’s sessions. Preprocessing of the server registries 

include data cleaning, user identification, and session 

identification. 

 

2. Dividing the obtained sessions into two categories of 

training and test sessions set. 

3. Extraction of users’ characteristics and weighting the 

viewed pages during sessions 

4. Making users’ profiles using training sessions 

 

5. Apply k-means clustering method in order to cluster 

profiles and extract movement users’ patterns  

 

6. Modeling sessions of each cluster using all- 4th-order 

Markov model 

7. Training the neural network using obtained movement 

patterns   

8. Active user simulation using test sessions set  

 

9. Utilization neural network in order to determine the 

relevant cluster using test sessions set. If the current 

session is placed in the relevant cluster, the algorithm 

continues, otherwise it goes back to step 5. 

10. Recommend a list of predicted pages to the current user 

using Prediction Process by Markov model corresponding 

to detected cluster. 

4.1 Determining Weight of Pages 

When the users’ sessions are indentified, the redundant 

pages are deleted. The reason is that if the number of pages 

is beyond the normal limit, the clustering process needs too 

much time. Therefore, in the proposed method, we use the 

effective dimension reduction method in order to improve 

the clustering outcomes. For this purpose, inspired by [17], 

we omit the pages whose degree of support (a ratio of the 

number of sessions containing that page to the total pages) 

is too low or too high. The pages with poor support are 

those that are rarely visited and not viewed over total 

sessions. These pages have little informational value and 

not suitable to include in the movement patterns. In 

contrast, the pages with strong support are those that are 

almost always viewed during sessions. They are 

homepages of a site that are displayed in most of sessions. 

Thus, the pages are deleted when access to them is below 

10% over the maximum accesses. Those pages viewed 

above 80% are also omitted, like the home pages. Then, all 

the user sessions with length less than 5 pages are deleted 

because they cannot be predicted by 4-th order Markov 

model.  

We represent each session si as an m dimensional vector 

over the space of web pages, si= {w(p1, si),w(p2, si), . . . 

,w(pm,si)}, where w(pj, si) is a weight assigned to the jth 

web page (1 ≤ j ≤ m) visited in the session si. In this paper, 

the weight w(pi, sj) is defined as the interest degree of a 

particular user to the page, which is the harmonic mean of 

page observation time and page observation frequency to 

represent this interest [12]. 

4.2 Creating Users’ Profile 

This system module is used to create users’ profiles. For 

this purpose, session vectors related to different users 

separated. Assuming {s1, s2, ...,sk} be a set of session 

vectors of ith user (ui). We compute a mean vector sui for 

the user ui as its representation. This mean vector 

represents web pages, which are interesting in by the users. 

The weight of each web page in the mean vector is 

computed by the average weight of the web pages across 

total access sessions of the user {s1, s2, ..., sk}.  

4.3 Clustering Profiles 

In order to cluster the obtained profiles, the K-means 

clustering algorithm is used. The following algorithm is a 

basic one for this method.  

1- First, K points are selected as center points of 

clusters. 

2- Each data case is assigned to the cluster whose 

center has the shortest distance to that data. 

3-  Calculation of new centers of each cluster.  Each 

new center will have its own mean value of 

clustered data points. 

4- The above steps 2 and 3 are reiterated until no 

variation occurs in the cluster centers any more. 

The relation (3) is expressed as an objective function [18]: 

𝑆𝑆𝑄(𝑁, 𝐶) = ∑ ∑ 𝑑(𝑋, 𝐶𝑖)

𝑋∈𝑁𝑖

𝑘

𝑖=1
                                                 (3) 

Where, d(X,Ci) is a measure of distance between the points 

and Ci is ith cluster center. 

After apply the k-means clustering method to the obtained 

profiles, several cluster centers are resulted as C= {c1, c2, 

…, cm} in which every ci (1≤𝑖≤𝑘) indicates a subset of the 

users’ sessions, and k indicates the number of clusters. We 

ACSIJ Advances in Computer Science: an International Journal, Vol. 4, Issue 6, No.18 , November 2015
ISSN : 2322-5157
www.ACSIJ.org

59

Copyright (c) 2015 Advances in Computer Science: an International Journal. All Rights Reserved.



compute a mean vector (mc) for each cluster c∈ C as its 

representation. The mean value for each web page in the 

mean vector is equal to the mean of the weight of that page 

to total sessions that cluster. Every average vector shows 

the browsing pattern of users in a cluster in a special class 

of accessed web pages. As the results of profiles clustering, 

NP = {np1, np2, ...,npk} is used to represent the set of 

users navigation patterns, in which each npi is a subset of 

P, the set of web pages. 

4.4 Creation Markov Model on Sessions of Each 

Cluster 

After clustering the profiles, all-4th order Markov model is 

applied to model the users' movement sessions for each 

cluster. In this way, on each cluster, the transition 

probability matrix is established between web pages for 1-

4th order Markov model. To create a transition probability 

matrix in the Markov model, the value of transition 

probability is estimated between web pages in the sessions 

using the relation (2) that is introduced in the section (2-2). 

4.5 Finding Corresponding Cluster Utilizing the 

Neural Network 

In online mode, we use neural network to find the most 

similar cluster to the user’s current access session. 

Therefore, we train neural network using users' navigation 

patterns. The navigation patterns have been considered as 

the inputs of the network and the relevant cluster’s number 

as the output of the one.  

Neural network input is a vector of weights of web pages 

visited in the session. So, a profile for the users’ current 

session based on the weight of the pages is created. Now, 

should be determined that current session profile belongs 

to which cluster (navigation pattern). For this purpose, 

current session profile is made, to the neural network input 

are given and the network determines relevant cluster’s 

number for the session. 

 

4.6 Prediction of Web Pages Using All-4th-order 

Markov Model 

In this step, having identified the current session cluster, 

the all-4th-order Markov model related to that cluster 

predicts the preferred page for users. For each test session, 

the transition probability matrix of 4th order Markov model 

related to that cluster is employed to predicate the current 

page corresponding to the test session. The pages with the 

highest transition probability are included in a list of 

recommended pages. If each state is not covered by 4th 

order matrix, the 3, 2 and 1th order matrices are matched 

so that the sequence of pages that the user is interested to 

view is included in the recommendation list.  

5. Implementation and Evaluation of the 

Proposed Method 
 

To implement the components of the proposed system, 

Microsoft SQL Server and MATLAB software were 

utilized. The log file data of this research is collected based 

on Nasa log file web server. After preprocessing and 

identifying sessions, in order to train and test the proposed 

system, the 70% of sessions were selected for training and 

the rest were used for test and evaluation. Then, the 

proposed system is taught using the educational data. The 

optimal number of cluster compactness and cluster 

separation proposed in [19]. The clustering method applied 

and produced 7 clusters. A perceptron network was used to 

learn from the data. After training the system, the 

experimental data are used which were not responsible in 

making the movement patterns, and simulated the active 

user. The aim of personalization is to calculate a proposed 

set (rs) for the user’s current session which has the highest 

correspondence with the user’s interests. This part is the 

only online component of the system and must be highly 

efficient and precise.  

5.1 Evaluation Metrics 

Two criteria of precision and recall are effective 

parameters in system performance that using formulas (4) 

and (5) are obtained. Precision refers to the capability of 

recommender system to generate precise 

recommendations.  In other words, the precision of 

recommendation equals to the ratio of correct 

recommendations to total number of recommendations. 

Recall refers to the ability of the recommender system to 

generate suggestions which could be seen by the user. In 

fact, recall is the ratio of diagnosed correct 

recommendations to remained pages in the continuation 

same session [20]. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑟𝑠, 𝑟𝑝) =
|𝑟𝑠 ∩ 𝑟𝑝|

|𝑟𝑠|
                                        (4) 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑟𝑠, 𝑟𝑝) =
|𝑟𝑠 ∩ 𝑟𝑝|

|𝑟𝑝|
                                               (5) 

 

Where, rs is the output of the proposed system (suggested 

set) and rp is pages viewed by the user in the continuation 

same session. 
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5.2 Comparing the Proposed Algorithm with other 

Methods 

In this section, In order to evaluate suggested method as in 

Figures 1, 2 and 3 are shown, first, we compared the 

precision of our method with association rule Markov 

model [21], the integrated Markov model (second order) 

with association rule and clustering [10] and the hybrid 

Markov model (third order) with clustering [22] for 

predication of next web page. The precision of next page 

prediction is equal to percentage of the number of correctly 

predicted sessions to total test sessions.  

As well as, the precision and recall of the proposed 

algorithm are compared respectively, with the performance 

of the recommender systems NEWER [17] and IPACT 

[23] than the number of suggested different pages with the 

window length of 4. 

The experimental results demonstrate that the proposed 

algorithm has higher precision and recall than algorithms 

that were compared. 

As it can be seen in Figure (1), the proposed method 

outperformed the other methods.  

 

 

Fig. 1 Comparison of the precision algorithms for predicting the next web 

page 

 

As it can be seen in Figure (2), except in the number of 

proposed page of 3, in which NEWER method has higher 

accuracy than the proposed algorithm, in other parts the 

proposed algorithm is more accurate compared to the other 

two methods. 

 

       

Fig. 2 Comparison of the precision algorithms for the number of 

suggested different pages 

 

Figure (3) indicates the recall of the algorithms being 

compared with one another. By increasing the number of 

proposed pages, the proposed algorithm, as the figure (3) 

shows, has a greater recall in comparison with the NEWER 

method except about size of suggested pages 3, 5 and 6. 

Such improvement is also true compared with the IPACT 

method except in the range of 2 to 4 pages. 

 

 

 

Fig. 3 Comparison of the recall algorithms for the number of suggested 
different pages 

 

6. Conclusions 

In this paper, a new hybrid algorithm of clustering 

technique, All-Kth-Order Markov model and neural 

network was presented.  In this algorithm, the profiles of 

users who have similar movement behaviors are clustered 
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using K-means clustering method. Then, to model users' 

movement behavior, sequential patterns were extracted 

from the users' sessions of each cluster using all-4th-order 

Markov model. Next, in the step of pages recommendation 

that was done in the state of online, first, a current user 

session is assigned to a cluster using neural network. Then, 

the Markov model established on that cluster, which has 

the nearest match to the current session, is applied, and the 

sequence of pages which the user desires to view is 

included in the recommendation list. It can be concluded 

that a better efficiency of the system results from modeling 

and prediction of higher order Markov Model with all 

orders. Also, the analysis of the model was done on users’ 

cluster which could model the users who had the same 

interests and produce more precise prediction using the 

more homogenous and limited sessions. Evaluation results 

revealed that the proposed method has high precision and 

recall while recommending pages to users. 
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