
 

Introducing an Efficient Method for Scheduling 

Independent Tasks in Grid Environment using Meta-

Heuristic Algorithms 

Masoud Shirzadi1, Mortaza Zolfpour-Arokhlo2, Majid Sina3 

 

1 Department of Computer Engineering, Yasuj Branch, Islamic Azad University 

Yasuj, Iran 

shirzadimasoud@gmail.com 

 
2 Department of Computer Engineering, Sepidan Branch, Islamic Azad University 

Sepidan, Iran 

zolfpour@gmail.com 

 
3 Department of Computer Engineering, Behbahan Branch, Islamic Azad University 

Behbahan, Iran 

majidsina.edu@gmail.com 

 

Abstract 
Since the dynamicity and inhomogeneity of resources 

complicates scheduling, it is not possible to use accurate 

scheduling algorithms. Therefore, many studies focus on 

heuristic algorithms like the artificial bee colony algorithm. 

Since, the artificial bee colony algorithm searches the problem 

space locally and has a poor performance in global search; global 

search algorithms like genetic algorithms should also be used to 

overcome this drawback. This study proposes a scheduling 

algorithm, which is combination of the genetic and artificial bee 

colony algorithms for the independent scheduling problem in a 

computing grid. This study aims to reduce the maximum total 

scheduling time. Simulation results indicate that the proposed 

algorithm reduces the maximum execution time (makespan) by 

10% in comparison to the compared methods. 
Keywords: computing grid, independent task scheduling, 

genetic algorithm, artificial bee colony algorithm. 

1. Introduction 

The optimization methods and algorithms are divided into 

precise and approximate algorithms. Precise algorithms are 

able to find the optimum accurately; however, they are 

efficient for hard optimization problems and their 

execution time increases exponentially [1]. Approximate 

algorithms are able to find good (close to optimal) 

solutions for hard optimization problems in a short time. 

Approximate algorithms are also divided into heuristic, 

meta-heuristic, and hyper-heuristic algorithms. Two main 

problems of heuristic algorithms are falling into local 

optimums and their inability in different problems. Meta-

heuristic algorithms have been proposed to overcome these 

issues. In fact, meta-heuristic algorithms are one of the 

approximate optimization algorithms with strategies to 

escape local optimums and they are applicable to a wide 

range of problems [2]. 

Since, grid resources are inhomogeneous; it is very 

difficult and complicated to develop a scheduling that can 

properly schedule dynamic and inhomogeneous resources. 

Computing grid systems proved an appropriate platform to 

run complex applications that require many heavy 

computations. In distributed systems, resources are 

distributed geographically in the environment; however, 

this distribution is transparent to users, since logically 

from their point of view, resources are aggregated in one 

spot [3]. 

2. Previous Works 

Distributed computing systems (DCSs) are networks with 

high-speed interconnected processors that support parallel 

applications. DCSs provide a hardware architecture to run 

concentrated scientific computing applications. Exploiting 

parallel applications in DCSs dependents on the method in 

which tasks are scheduled on processors [2][4]. A 

hierarchical analysis process is used to schedule tasks and 

assign resources using multi-variable decision-making [1]. 

The genetic algorithm with a floating fitness function is 

used to achieve the most appropriate importance 

coefficients of completion time and cost of tasks for the 

scheduling operation [2]. In another study, a multi-parent 

crossover and a transformation operator are proposed 

instead of a mutation operator to solve optimization 

problems [5]. The genetic algorithm was first proposed by 

Holland for an optimization process [6]. Several years 

later, this method was complimented by Goldberg [7]. The 

artificial bee colony algorithm, which was proposed in [8] 

to optimize real parameters, is a new optimization 
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algorithm that simulates the searching behavior of a 

honeybee colony. ABC consists of three types of bees: 

worker bees, onlooker bees, and scout bees. 

Scout bees fly over the resources that should be utilized. 

Onlooker bees Select resources by observing the scout 

bees` dance and worker bees randomly select resources 

using some intrinsic instincts or external signs if possible. 

The information exchange between honeybees is one of 

the most important events affecting collective knowledge 

formation. The dance area is the most important part of the 

hive regarding information exchange. Bees communicate 

in the dance area according to the quality of food 

resources. Different movements in this location, like 

moving, rotating, and vibrating depend on the distance 

from the discovered resource and its angle with the sun. 

This type of dance is called waggle dancing [9]. An 

algorithm was also proposed, which was a combination of 

the genetic and gravitational emulation local search 

(GELS) algorithms to solve independent task scheduling. 

Since, GA has a poor performance in local search; its 

combination with a GELS algorithm overcomes this 

drawback. The proposed algorithm focuses on two 

problems, time and lost tasks [10]. Moreover, the 

combination of artificial bee colony (ABC) and local 

search (LS) was used to optimize measures like average 

waiting time and finish time in the task-scheduling 

problem in the grid [11]. In contrast to single-objective 

algorithms, this algorithm searches the solution space 

comprehensively. Therefore, it is less probable to converge 

to local optima [12]. 

3. Scheduling Problem 

The independent task-scheduling problem, for instance, 

includes N tasks and M machines. In other words, in the 

independent task assignment in a grid computing system, 

we have a number of computing resources with different 

processing speeds and each resource has a processing unit. 

The processing speed of each resource is defined in 

million instructions per second (MIPS). In this problem, 

we have a number of tasks with different instructions and 

we want to assign them optimally to the resources. The 

goal is to minimize the total execution time of the tasks 

assigned to each resource. The proposed algorithm only 

considers one of the quality of service parameters, i.e. time 

constraint, and ignores the cost. Each task can only be 

executed on one resource and it is not stopped until the end 

of its execution. 

Since the proposed scheduling algorithm is static, it is 

assumed that the expected execution time of each task is 

predetermined on each of the resources. The total 

execution time of each resource is achieved separately 

after assigning tasks to resources. The main goal is to 

minimize the execution time of all tasks. In other words, 

we intend to minimize the single runtime of all resources. 

According to Eq.(1), if in possible solution (Sol) for a 

scheduling problem, task (i) is assigned to resource (j), the 

index (i) in the corresponding string is as follows: 

 

Soli = j                                                                            (1) 
 

The value of the cost function is obtained by Eq.(2). 
 

Cost = Min{MS = Max(RT[i, j])}  
             1 ≤ i ≤ N , 1 ≤ j ≤ M                                         (2) 
 

Where, RT[i, j] is the execution time of task (i) on 

resource (j) using Eq.(3) and MS is the execution time of 

all input tasks (completion time). 
 

RT[i,j]=
JCi

PSj
      1≤i≤N,1≤j≤M                                          (3) 

 

In equation (3), JCi is the length or the number of 

instructions of tasks (i) and PSj is the processing speed of 

resource (j). 

4. Methodology 

Since the efficiency of the genetic algorithm, highly 

depends on its chromosome representation, in the 

proposed scheduling algorithm, a simple method is used to 

represent chromosomes. Accordingly, natural numbers are 

used to encode chromosomes. In the proposed algorithm, a 

possible solution is represented by a chromosome. Each 

chromosome is a string of natural numbers with length N, 

where N is the total number of independent tasks in the 

problem. The values of the genes are random numbers 

between 1 to M, where M is the total number of resources. 

Table (1) presents a possible solution for the scheduling 

problem in which N is the number of tasks assigned to 4 

resources for execution. As we can see, in this solution, the 

second, fourth, and Nth tasks are assigned to the first 

resource. Moreover, the fifth tasks are assigned to the 

second resource, the third and seventh task to the third 

resource, and the first and sixth tasks to the fourth 

resource. 

Table 1: A possible solution to the scheduling problem 

TN … T7 T6 T5 T4 T3 T2 T1 

R1 … R3 R4 R2 R1 R3 R1 R4 

 

In the ABC algorithm, each food resource position is a 

candidate solution of the scheduling problem. In other 

words, each bee is considered a possible solution in a 

formation of the problem. Each element in the artificial 

bee vector is a random integer between 1 to nPop, where 

nPop is the number of resources. The (i)th bee specifies 

the resource, to which a number of tasks are assigned. For 
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instance, table (2) shows that in the second bee vector,  

task 2 (T2) runs on resource 3 (R3). 

Table 2: An example matrix of artificial bee representation 

 Task 1 Task 2 Task 3 Task 4 

Bee1 Resource1 Resource2 Resource3 Resource4 

Bee2 Resource1 Resource3 Resource4 Resource1 

Bee3 Resource3 Resource4 Resource2 Resource1 

 

Since the bees` positions are defined in a continuous 

space, the proposed algorithm also defined bees` positions 

as continuous values. After producing a new population, 

the values in the position vectors may be decimal; this is 

invalid for the resource number. Therefore, the proposed 

algorithm transforms each decimal position to a valid 

integer. That way, a continuous optimization problem is 

transformed into a discrete one. Thus, the bees are 

evaluated in a discrete space; however, the bees` 

movements are in a continuous space. 

In the task-scheduling problem, each solution depends on 

the evaluation function and, the better solution is 

determined based on its value. Therefore, the amount of 

food resources depends on the value of the evaluation 

functions of ABC. The number of working or onlooker 

bees is equal to the number of solutions in the population. 

ABC produces a random solution or initial population with 

food resource size (nPop). Each solution represents the 

position of a food resource, which is shown by xij and (i) 

indicates a specific solution (i=1, 2, … , nPop). Each 

solution is represented by a (D) dimensional vector and 

thus, (j) indicates a dimension of a certain solution (j=1, 2, 

… , D). After a random solution is generated, the worker 

bees initiate their search. Worker bees search around the 

previous food resource position. If the new solution is 

better, it replaces the last one. Food resource (solution) 

comparisons are based on an evaluation function (the 

nectar of the food resource). 

After all worker bees finished the searching process, the 

information of food resources (solutions) and their 

positions are shared with onlooker bees. Now, onlooker 

bees select food resources based on their probability 

values (Pi). The probability values of food resources are 

computed using equation (4). Therefore, the probability 

value of each resource used by onlooker bees is 

determined after evaluating food resources by worker 

bees. 

 

p
i
=

fitnessi

∑ fitnessi
nPop

i=1

                                                        (4) 

 

Eq.(5) is used to generate a candidate solution from the 

previous solution. Therefore, the step length is increased 

based on the search goals and the optimal solution in the 

search space. After producing candidate solution (vij), its 

evaluation value is computed and compared with that of 

xij. 

 

υ
ij
=xij+ϕ

ij
(xij-xkj)                                                           (5) 

 

If the new candidate solution has an equal or more nectar 

(evaluation value), it replaced the previous solution. If a 

solution is not improved for a number of predetermined 

iterations, it is assumed that it has no more food resources. 

The finished food resource is replaced by the new one by 

scout bees. 

5. The Proposed Scheduling Algorithm (ABC-

GA) 

There are five phases in this algorithm: initialization, 

worker bees, onlooker bees, scout bees, and mutation. We 

add mutation after the onlooker bee phase. The onlooker 

bees perform local search and mutation searches the search 

space and tries to find a new area of the solution space. 

Using the mutation operator, it is likely for the best local 

position to change and prevent the algorithm from falling 

in the local optima. 

The mutation operator can be applied to the genes of the 

generated offspring with probability Pm (mutation 

coefficient). More specifically, the value of each gene in 

the offspring chromosome changes with probability Pm. 

the mutation operators are used to prevent premature 

convergence and falling in the local optima. In this 

method, two genes are randomly selected and their 

positions are exchanged as table (3). 

Table 3: An example of the mutation operator 

Initial chromosome 

T8 T7 T6 T5 T4 T3 T2 T1 

R4 R1 R3 R2 R1 R2 R3 R3 

The mutated chromosome 

T8 T7 T6 T5 T4 T3 T2 T1 

R4 R1 R2 R2 R1 R3 R3 R3 

 

For instance, if we have 100 chromosomes and each 

chromosome has 10 genes, mutation can be applied to 

some of the 1000 genes in the population. Therefore, if the 

mutation probability is assumed 0.05, it means that 50 

genes of the 1000 gens in the population may mutate and 

the rest remain unchanged. If the mutation probability is 

one, all genes are changed and if it is zero, no change is 

applied to the chromosomes. We must note that Pm should 

not be large, since it causes diversity and genetic 

dispersion in the population and this dispersion 

significantly reduces the convergence speed of the 

algorithm. 
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In the proposed method, the probability based mutation 

stage is performed in each food search operator for each 

iteration during the life cycle of ABC`s optimization 

techniques. Food resources are selected randomly. In the 

mutation phase, the generated offspring replace the old 

ones. The mutation operator is an exchange operation. 

During mutation, food resource xij is randomly selected 

and one of its members is replaced with a random number 

between the lower and upper boundary of food resources. 

The stage of the proposed algorithm is as follows: 

 

1) Initialization phase 

a. Begin 

b. Set the food resource positions (Xij) 

randomly 

c. Calculate the evaluation function of each 

food resource 

d. Select the best food resource among the 

current resources based on the 

evaluation function 

2) Repeat 

3) Calculate the food resources` fitness values to 

find the best resources 

4) Worker bee phase 

a. Generate a new candidate solution 

b. Calculate the evaluation value of each 

food resource 

c. If the evaluation value of the new 

candidate solution is better, replace it 

with the current solution. 

5) Calculate the food resources` fitness values to 

find the best resources 

6) Calculate probability (Pi) for each food resource 

based on the fitness value 

7) Onlooker bee phase 

a. Select a food resource based on 

probability Pi 

b. Generate a new solution for the food 

resource with position Xij 

c. Calculate evaluation values of food 

resources 

d. If the evaluation value of the new 

candidate solution is better, replace it 

with the old solution 

8) Mutation phase 

a. If the mutation condition is satisfied, 

i. Select a random member of the 

current population for mutation 

ii. Apply mutation to produce new 

food positions 

9) Scout bee phase 

a. If any of the food resources are finished 

i. Replace it by the positions 

randomly generated by the scout 

bee 

ii. Calculate evolution values for the 

new positions 

iii. Remember the best solution so far 

10)  Repeat until stop condition is met 

6. Results 

All experiments were conducted on a system with a 2.40 

GHz processor, 4G RAM, and Windows 7. The Matlab 

environment is used for the simulation of all algorithms. 

We must note that each algorithm is evaluated with 

different parameters and operators several times and 

finally, the best values are selected for the parameters and 

the best operators are selected for each algorithm. In fact, 

each algorithm is simulated under the best conditions.  

Before discussing the results, we should specify the initial 

values of the parameters in the proposed algorithm ABC-

GA. Tables (4) and (5) present the initial parameter values 

of each algorithm. 

Table 4: The initial value of the mutation parameter in the genetic 

algorithm 

Parameter Mutation coefficient 

Value 0.004 

Table 5: The initial parameter values in the artificial bee colony 
algorithm 

Parameter No. Bees 
No. Food 

resources 

Value 50 50 

 

For the first experiments, the proposed algorithm was 

compared with several other scheduling algorithms, 

according to the conditions in table (6). All models were 

considered equal to properly investigate the tasks` lengths 

in the experiments. In other words, this parameter 

considers the number of instructions in each task in a 

uniform distribution range. The number of iterations 

parameter indicates that 200 iterations are performed to 

obtain the execution time of the program using the existing 

algorithms and the mean value is selected for evaluations. 

Table 6: The experimental conditions of time optimization with variable 
number of tasks 

Parameter Algorithm 
No. 

Users 

No. 

Tasks 

Task 

Lengths 

No. 

Iterations 

Value variable 1 variable [10…30] 200 

 

These conditions are considered to evaluate different 

algorithms. Under the conditions in table (6), the proposed 

algorithm was compared with the artificial bee colony 

algorithms, genetic algorithm, particle swarm 

optimization, and firefly algorithm. 
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Figure 1. The completion time with different requests. 

As we can see, the more input tasks there are, the 

completion time is longer. Among the scheduling 

algorithms, the proposed algorithm (ABC-GA) has a 

shorter completion time. This experiment shows that a 

larger number of tasks increase the time difference 

between the completion time of the proposed algorithm 

and that of other methods. 

The second experiment compares the scheduling 

algorithms with a time optimization strategy and tasks 

with different heterogeneities. The proposed algorithm is 

compared with other methods under the conditions 

specified in table (7). The task length range parameter is 

variable and experiments are conducted in different ranges 

(different heterogeneities). The number of iterations shows 

that 200 iterations are performed to obtain the algorithms` 

runtimes for certain heterogeneity and the mean of the 

values is selected for evaluation. 

Table 7: The experimental conditions of time optimization with a variable 

task length range 

Parameter Algorithm 
No. 

Users 
No. 

Tasks 
Task 

lengths 
No. 

Iterations 

Value variable 1 5000 variable 200 

 

As we can see in figure (2), the time changes due to 

increasing the heterogeneity of tasks are different for each 

algorithm. Increasing the heterogeneity of task lengths also 

increases the runtime of the algorithms. According to 

figure (2), the proposed algorithm has a shorter completion 

time in comparison to other methods. 

 

 

Figure 2. Comparison of different algorithms` runtimes for different task 
length heterogeneities. 

The last experiment compares the proposed algorithm and 

several other scheduling methods under the conditions of 

table (8). All models are considered equal to properly 

investigate the number of resources. The number of 

iterations shows that 200 iterations are performed to obtain 

the algorithms` runtimes for certain heterogeneity and the 

mean of the values is selected for evaluation. 

Table 8: Experimental conditions of time optimization with different 
numbers of resources 

Parameter Algorithm 
No. 

Users 

No. 

Tasks 

Task 

lengths 

No. 

Resources 

No. 

Iterations 

Value variable 1 5000 [10…30] variable 200 

 

The conditions above are used to evaluate different 

algorithms. Under such conditions, the proposed algorithm 

is compared with the artificial bee colony, genetic 

algorithm, particle swarm optimization, and firefly 

algorithm. 

 

 

Figure 3. The completion times with different numbers of resources. 

In figure (3), the effect of different numbers of resources 

on the maximum execution time of tasks is presented for 

the proposed algorithm and the compared methods. The 

number of resources is considered variable. As we can see, 

time changes due to increasing the number of resources are 
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different for each algorithm. Increasing the number of 

resources reduces the runtime of the algorithm. As we can 

see, the proposed algorithm has a shorter completion time 

in comparison to other methods. 

7. Conclusions 

This research presented a meta-heuristic combination of 

the artificial bee colony (ABC) and the genetic algorithm 

(GA) for the scheduling problem. The ABC algorithm is 

one of the good heuristic algorithms due to features like 

fault tolerance, flexibility, independence from initial 

values, and high convergence speed. Combining the 

features of ABC with those of GA can accelerate the 

convergence and the identification of the optimal solution. 

The proposed algorithm was compared with a number of 

well-known optimization algorithms and results indicated 

that it has a shorter completion time. 
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