
 

 Improving Image steganalysis performance using a graph-based 

feature selection method 

Amir Nouri1, Alimohammad Nazari2 

 

 1 Islamic Azad University, Ashtian Branch, Faculty of Computer Engineering, Ashtian, Iran 

amirnouri0016@gmail.com 
 

2 Department of Mathematics, Arak university, Arak, Iran, P.O. Box, 38156-8-8349 

a-nazari@araku.ac.ir 

 

 

 

Abstract 
Steganalysis is the skill of discovering the use of steganography 

algorithms within an image with low or no information regarding 

the steganography algorithm or/and its parameters. The high-

dimensionality of image data with small number of samples has 

presented a difficult challenge for the steganalysis task. Several 

methods have been presented to improve the steganalysis 

performance by feature selection. Feature selection, also known 

as variable selection, is one of the fundamental problems in the 

fields of machine learning, pattern recognition and statistics. The 

aim of feature selection is to reduce the dimensionality of image 

data in order to enhance the accuracy of Steganalysis task. In this 

paper, we have proposed a new graph-based blind steganalysis 

method for detecting stego images from the cover images in 

JPEG images using a feature selection technique based on 

community detection. The experimental results show that the 

proposed approach is easy to be employed for steganalysis 

purposes. Moreover, performance of proposed method is better 

than several recent and well-known feature selection-based 

Image steganalysis methods. 

. 

Keywords: Image steganalysis; Feature selection; Graph 

clustering; Feature clustering. 

1. Introduction 

Data hiding is a collection of techniques to embed secret 

data into digital media. These techniques can be used in 

many different application scenarios, such as secret 

communications, copyright protection or authentication of 

digital contents, among others. Images are the most 

common carriers for data hiding because of their 

widespread use in the Internet. 

Within data hiding, steganography is a major branch 

whose goal is to secretly communicate data, making it 

undetectable for an attacker. On the other hand, 

steganalysis is another branch whose goal is to detect 

messages previously hidden using steganography. 

One of the most important recent discussions in 

information forensics is related to the improvement of 

steganalysis performance and protection of concealed 

information. On the other hand, it is important to transfer 

the most important information through a safe way 

somehow; it cannot be attacked, detected and accessed 

using steganography techniques. Several methods have 

been presented to improve the steganalysis performance by 

increasing feature space to be blind steganalysis that take a 

long time to steganalysis.  

In recent years, with advancement of science and 

technology, images have grown hugely and now include 

large number of features.  Accordingly machine learning 

methods often deal with samples consisting of thousands 

of features. In high-dimensional image, typically many 

features are irrelevant and/or redundant for a given 

learning task, having harmful consequences in terms of 

performance and/or computational cost [1-3].  

Moreover, a large number of features require a large 

storage space. To deal with such datasets, several 

dimensionality reduction methods have been proposed in  

literature with the goals of reducing the computational cost 

and improving the general abilities of the learning models 

[4, 5]. Clearly, computation time to build models with 

smaller number of features will be lower than large ones. 

Moreover, low-dimensional representation of the problem 

reduces the risk of “over fitting”. Furthermore, 

dimensionality reduction methods’ provide us a way to 

better understanding of the data in machine learning or 

pattern recognition applications. 
Many of the image steganalysis methods in the state-of-

the-art use feature based steganalysis and machine learning 

classification. In order to apply this methodology, the 

steganalys needs to extract a set of features from a training 

data set and train a classifier. Then, the classifier is tested 

using a testing data set and, if the results are satisfactory, 

the classifier is considered successful. 

Since the presentation of a method to handle both 

irrelevant and redundant features in an acceptable time is 

an important issue, a major purpose of the current study is 

to attempt to select a high quality feature subset within a 

reasonable time.   
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In this paper, we present novel graph-based feature 

selection methods using feature clustering. In this paper, a 

graph-based algorithm is applied on the given data to 

obtain the reduced features. However, the performance of 

the features totally depends on the clustering algorithm 

and also the features may not themselves be the most 

discriminative features. In the present work, graph 

clustering algorithm is used to feature selection. Moreover, 

the methods use criteria to analyze the relevance and 

redundancy of the features which are used as graph 

representation to guide the search process. 

The rest of the paper is organized as follows:  Section 2 

gives a brief review of previous works. Section 3 presents 

the preliminary concepts of feature selection, Section 4 

presents the proposed feature selection method based on 

graph theoretic approach. Section 5 reports the 

experimental results on well-known medical dataset. 

Finally, Section 6 presents the conclusion. 

2. Related Work 

The data set obtained after feature extraction depends 

on many factors, such as the steganographic algorithm 

used for hiding data into the cover source, the algorithm 

used for feature extraction or 

the properties of the cover source in different aspects 

(e.g. size, noise and hardware used for acquisition)  If 

similar cover source is used, the feature extraction process 

provides data sets with similar representation and, 

therefore, the machine learning tools work properly and 

the classification results are satisfactory. However, if 

different cover source is used, the data sets obtained by 

feature extraction are also different, producing a 

degradation of the sification results. Machine learning [6] 

literature refers to this problem as domain adaptation, 

whereas the term used to refer to this situation in 

steganalysis is cover source mismatch (CSM). 

Several approaches to deal with the CSM problem 

have been proposed in the recent years. In the BOSS 

competition [7], the BOSSrank database (which suffers 

from CSM) had to be used as a testing set. Some 

participants of the competition tried to include the testing 

set images in the training set. This idea was called 

“training on a contaminated database”. This approach 

consists in applying denoising algorithms to estimate the 

cover sources of the testing set and using these estimated 

covers to generate new stego samples, by embedding new 

information into them. After that these new estimated 

cover and stego samples are included in the training set. 

In 2012, a solution based on training a classifier with a 

huge variety of images was proposed [8]. This approach 

consists in applying machine learning to millions of 

images. Due to the high time and memory requests, this 

step is performed using on-line classifiers. Later on, in 

2013, the use of rich features in universal steganalysis was 

analyzed [9]. Since rich features are not sensitive enough 

for their application in universal steganalyis, the authors 

apply linear projections informed by embedding methods 

and an anomaly detector. This approach tries to make 

these projections sensitive to stego content and, at the 

same time, insensitive to cover variation. 

In 2014, different methods to deal with CSM were 

presented [10] show the possibility of centering features 

when there is a shift in the cover sources, by subtracting an 

estimated centroid of the cover features.  

In recent years, a considerable number of research 

studies have adopted dimension reduction as a pre-analysis 

processing to separate the irrelevant and unimportant 

features from the relevant and important features. This 

process can be classified into feature selection methods 

and feature extraction methods. The former are techniques 

of selecting a possible features set from the whole set of 

candidate features. The latter are techniques that have been 

used to extract many features from the original data 

(Image) in order to generate dataset. Futhermore, The 

feature selection techniques are a subset of the more 

general field of feature extraction.  

Based on whether an image includes hidden message 

or not, images can be categorized into the image with no 

hidden message called cover-image, and the image with a 

message hidden called stego-image. Steganalysis can thus 

be concentrated as a pattern recognition procedure to 

decide which class a test image belongs to. The important 

issue for steganalysis just similar to pattern recognition is 

feature extraction. The features must be sensitive to the 

data hiding procedure. That is, the features must be 

somewhat dissimilar for the cover image and for the stego-

image. The superior the difference, the better the features 

are. The features must be as common as possible, i.e., they 

are effective to overall different kinds of images and 

different data hiding systems. 

Unlike feature extraction, feature selection techniques 

havebeen applied to data sets with identified features. 

These technques try to identify the important features and 

remove irrelevant or redundant features from the whole 

features set. The feature selection process looks for and 

selects the optimal subset of feature that can effect on the 

whole contents of the dataset with the minimum error and 

information loss. 

3. Feature selection 

During the last decade, the motivation for applying feature 

selection (FS) techniques has shifted from being an 

optional subject to becoming a real prerequisite for model 

building. The main reason for this change is the high-

dimensional nature of many modeling tasks.  The selection 

of features and the removal or reduction of redundant 
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information unrelated to the classification task on hand 

will not only reduce the complexity of the problem and 

improve the efficiency of the processing [11]. Feature 

selection helps to improve classification performance 

(accuracy, etc.) and also to obtain more interpretable 

classifiers or to detect outliers 

Dimensionality reduction techniques can be mainly 

classified into feature extraction and feature selection 

methods [4, 12]. In feature extraction approach, features 

are projected into a new space with lower dimensionality. 

Examples of feature extraction technique include Principle 

Component Analysis (PCA), Linear Discriminant Analysis 

(LDA), Singular Value Decomposition (SVD), to name a 

few. On the other hand, the feature selection approach 

aims to select a small subset of features that minimize 

redundancy and maximize relevance to the target (i.e. class 

label). Feature selection has been established as an 

important technique in many practical applications such as 

text processing [13-15], face recognition [16, 17], image 

retrieval [18, 19], medical diagnosis [20, 21], knowledge-

based authentication [22] and Image steganalysis [23].  

Feature selection has been a fertile field of research and 

development since 1970s in statistical pattern recognition, 

machine learning, data mining, and there have been a 

number of attempts to review the feature selection 

methods [24-26]. 

feature selection methods that can be classified into 

four categories including filter, wrapper, embedded, and 

hybrid approaches. Moreover, graph based feature 

selection methods are also reviewed. 

The filter approach relies on the characteristics of the 

learning data and selects a subset of features without 

involving any learning model. Thus, the methods in this 

approach are typically fast. The filter-based feature 

selection methods can be classified into univariate and 

multivariate methods. In the univariate methods,  

informativeness of each feature is evaluated individually, 

according to a specific criterion, such as the Information 

gain [27], gain ratio [6], term variance (TV) [28], 

Laplacian score (LS) [29], and Fisher score (FS) [30]. This 

means that each feature is considered separately, thereby 

ignoring feature dependencies may lead to reduce 

classification performance compared to other types of 

feature selection methods. On the other hand, the 

multivariate approach, evaluates the relevance of the 

features considering how they function as a group, taking 

into account their dependencies [31, 32]. 

In contrast, the wrapper approach requires one 

predetermined mining algorithm and uses its performance 

to evaluate and determine which features are selected. The 

wrapper approach applies a specific learning model in the 

feature selection process to evaluate a subset of selected 

features iteratively, and then the accuracy of the learning 

model is used to guild the search process. [25, 26]. The 

wrapper based feature selection methods apply a learning 

algorithm to evaluate the quality of feature subsets in the 

search space iteratively. These methods can effectively 

identify and remove irrelevant and redundant features. 

[25]. Due to the frequent use of the learning algorithm in 

the search process, this model requires high computational 

time, especially for high-dimensional datasets [3, 20].  

In practice, the filter methods have much lower 

computational complexity than the wrappers; meanwhile, 

they achieve comparable classification accuracy for most 

classifiers. Thus, the filter methods are very popular to 

high-dimension data set. 

The hybrid approach attempts to take advantage of the 

filter and wrapper approaches. It is often found that, hybrid 

technique capable of locating a good solution, while a 

single technique often traps into an immature solution [2, 

33]. Hybrid methods use the ranking information obtained 

using filter methods to guide the search in the optimization 

algorithms used by wrapper methods..  

In addition, recently a new category of feature selection 

approach has been proposed. That is to say, the embedded 

approach in which FS process is integrated with the 

classifier construction. The performance of this approach 

is similar to wrapper approach, since the main concern is 

to the interaction between the feature selection and 

classification [34, 35]. 

Moreover, according to whether the class labels of training 

data are available, feature selection algorithms can be 

roughly grouped into two families, i.e., supervised feature 

selection and unsupervised feature selection. 

4. Proposed method 

Recently, the graph-based methods, such as spectral 

embedding[36], spectral clustering [37], and semi-

supervised learning [38], have played an important role in 

machine learning due to their ability to encode  similarity 

relationships among data. The best known methods are the 

Fisher score [30] and Laplacian score[29], both of them 

are belong to  general graph-based feature selection 

methods. 

In this section a novel method is described which can 

efficiently and effectively deal with both the irrelevant and 

redundant features. The proposed method consists of three 

steps including: (1) graph representation of the problem 

space, (2) graph clustering for clustering the original 

features, and (3) select the best final features from each 

cluster by applying the term variance.  

In the first step feature set is represented as a weighted 

graph in which each node in the graph denotes a feature 

and each edge weight indicates similarity value between 

its corresponding features. In the second step, the features 

are divided into several clusters using a specific 

community detection method. The goal of clustering 

features is to group most correlated features into the same 
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cluster. Finally, in the third step a novel algorithm based 

on node centrality concepts is proposed to select the most 

informative features from each cluster. 

 

4.1 Graph representation  

A preliminary step for all graph-based methods is to 

represent training data with an undirected graph. For this 

purpose, the feature set is mapped into its equivalent graph 

( ,  ,  )FG F E w , where  1 2    ,  ,...,  nF F F F  is a set of 

original features,       ( ,  ) :  , i j i jE F F F F F   denotes the 

edges of  graph and ijw indicates similarity between two 

features iF  and jF  connected by the edge ( ,  )i jF F   

Different measures for computing vertex similarities (i.e. 

edge weights) leads to different performances  on the  

graph-based feature selection methods. In this work, we 

have used well-known Pearson product-moment 

correlation coefficient [3] to measure similarity between 

different features of a given training set. 

 

4.2 Feature clustering 

Feature clustering is an efficient approach for 

dimensionality reduction [39, 40]. The main idea of 

feature clustering is to group original features into 

different clusters based on their similarities; thus, the 

features in the same clusters are similar to each other. 

In this paper community detection is used to feature 

clustering. Community detection is often divided into 

groups or communities with dense connections within 

communities and sparse connections between 

communities. Detection of community structures in the 

weighted complex networks is significant to understand 

the network structures and analysis of the network 

properties. In recent years, community detection has been 

in the center of attention due to its wide use in data 

mining, information retrieval and social network analysis. 

[41, 42]. Classical clustering approach, k-means, has been 

shown to be very efficient to detect communities in 

networks. However, k-means is quite sensitive to the 

initial centroids or seeds, especially when it is used to 

detect communities [41, 43]. 

In this work, we have used the Louvain community 

detection algorithm [44] to identify the feature clusters. 

The Louvain Method for community detection is a method 

to extract communities from large networks. [44]. This 

method outperforms other methods in terms of 

computation time, which allows us to analyze networks of 

unprecedented size. 

In the Louvain Method of community detection, first small 

communities are found by optimizing modularity locally 

on all nodes, then each small community is grouped into 

one node and the first step is repeated.  

In order to maximize this value efficiently, the Louvain 

Method has two phases that are repeated iteratively. First, 

each node in the network is assigned to its own 

community. Then for each node i, the change in 

modularity is calculated for removing i from its own 

community and moving it into the community of each 

neighbor j of i. This value is easily calculated by: 

 
2 2

ˆ ˆ
         

          
2 2 2 2 2

C

i iC C C C i
k k k

Q
m m m m m

                           

   

 

(1) 

 

where ∑    is  sum of the edges weights’ inside  , ∑   is  

sum of the edges weights’ incident to nodes in  ,    is  

sum of edges weights’ incident to node  ,   
 

 is  sum of 

the edges weights’ from   to nodes in  , and   is  sum of 

the all edges weights’ in the network. The second step 

simply makes a new network consist of nodes that are 

those communities previously found. Then the process 

iterates until a significant improvement of the network 

modularity is obtained. The method is also implemented in 

several software’s of network analysis , including 

NetworkX [45] and Gephi [46]. 

4.3 Select final feature set 
The main purpose of this step is to identify relevant and 

influential features from each cluster. To this end, term 

variance is utilized to identify final feature set. Term 

vairiance of feature can be calculated as follows:   

   
| |

2

1

1
   

| |

S

i ij i

j

TV F A A
S 

   (2) 

where     indicates the value of feature    for the pattern  , 

and     is the total number of  patterns. After calculating 

the efficient value of features, some feature with efficient 

value less than δ parameter are removed and reminder 

feature are select as final feature set. 

 

5. Experimental results 
The experiments have been run on a machine with a 3.2 

GHz CPU and 2GB of RAM. Moreover, the proposed 

method was compared to the well-known and state-of-the-

art unsupervised filter-based methods including: Laplacian 

Score (LS) [29], Relevance-redundancy feature selection 

(RRFS) [31], Fisher Score (F-Score) [30] ,Minimal-

redundancy-maximal-relevance (mRMR) [47]. 

Three sets of experiments were carried out in steganalysis. 

In experimental studies, the breaking out steganography 

system [48] (BOSS), version 1.01 grey scale image 

databases is employed that the rate of hidden text 

embedding is 0.4 per pixel. This database contains 10,000 

cover images and 10,000 stego images. Likewise, the 

number of classes in our experiments is two. 

In this paper, both the subtractive pixel adjacency model 

(SPAM) method and CC-PEV are employed to extract the 

features for steganalysis. SPAM has 686 features and one 
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class feature, and CC-PEV, 548 features and one class 

feature. 

To show the generality of the proposed method, the 

classification prediction capability of the selected features 

was tested using several well-known classical classifiers: 

Support Vector Machine (SVM) is supervised learning 

models with associated learning algorithms that analyze 

data used for classification and regression analysis. The 

goal of SVM is to maximize margin between data samples. 

Decision Tree (DT) a decision support tool that uses a 

tree-like graph or model of decisions and their possible 

consequences, including chance event outcomes, resource 

costs, and utility. 

Naïve Bayes (NB) is a simple technique for constructing 

classifiers: models that assign class labels to problem 

instances, represented as vectors of feature values, where 

the class labels are drawn from some finite set. 

K-Nearest Neighbor (KNN) is a simple algorithm that 

stores all available cases and classifies new cases based on 

a similarity measure (e.g., distance functions). KNN has 

been used in statistical estimation and pattern recognition. 

In this section performance of the proposed method was 

evaluated over different classifiers. Tables 1 and 2 show 

the average classification accuracy (in %) of the proposed 

method with ten independent runs over the SVM, DT, NB 

and KNN classifiers respectively. Moreover the results are 

compared with those of the unsupervised filter methods 

including LV, RRFS, FS and mRMR. 

 

 
Table 1: Accuracy in SPAM dataset 

 LS RRFS FS mRMR 
Proposed 

method 

SVM 57.32 59.11 56.32 58.73 60.14 

DT 56.38 58.19 56.38 57.69 61.19 

NB 58.13 58.48 56.78 55.18 60.78 

KNN 57.89 57.91 57.12 58.19 61.69 

 

 

Table 2: Accuracy in CC-PEV dataset 

 LS RRFS FS mRMR 
Proposed 

method 

SVM 67.78 69.17 69.38 67.91 71.44 

DT 66.27 68.87 68.49 68.09 71.54 

NB 68.49 68.78 66.59 65.13 70.36 

KNN 67.18 67.29 67.26 68.19 71.03 

 

From the results it can be observed that in most cases the 

proposed method obtained the highest classification 

accuracy compared to those of unsupervised feature 

selection methods. 

Moreover, several experiments were conducted to compare 

the accuracy of the proposed method with the other feature 

selection methods based on the different numbers of 

selected features. Figs. 1 and 2 plot the classification 

accuracy (average over 10 independent runs) curves of 

SVM and DT classifiers on SPAM and CC-PEV datasets, 

respectively. In these plots, the x-axis denotes the subset of 

selected features, while the y-axis is the average 

classification accuracy. Figs. 1 and 2 illustrates that the 

performance of the proposed method is superior to the 

performances of all methods for different numbers of 

selected features when the SVM classifier are used in the 

experiments. 

 

 
Fig 1: Accuracy in SPAM dataset with number of different feature 

 

 

 
Fig 2: Accuracy in CC-PEV dataset with number of different feature 

6. Conclusions 

In Image steganalysis problems, an image usually 

involves a large number of features, often including 

relevant, irrelevant and redundant features. However, 
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irrelevant and redundant features are not useful for 

steganalysis and they may even reduce the performance 

due to the large search space. In this paper, novel graph-

based-feature selection methods were proposed based on 

the feature clustering by analyzing the relevance and 

redundancy of features. The proposed methods combined 

the efficiency of the filter model with the advantages of 

the graph representation. Moreover, a term variance 

criteria is used to consider the dependencies between 

subsets of features which enhanced the quality of the 

found solution.  

To show the usefulness of the proposed algorithm, 

and compare with well-known feature selection methods, 

three sets of experiments were carried out using both 

SPAM and CC-PEV data set of features in Image 

steganalysis. Experimental results show that proposed 

method is significantly superior to the existing methods 

over different classifiers and datasets. 
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