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Abstract 
With the fast growth of digital images in web, large-scale 

Automatic Image Annotation (AIA) dealt with some of critical 

challenges. The most important of them are system scalability 

and annotation performance. On the other hand, learning 

methods in the large-scale systems with the large number of 

training instances cannot correctly perform and deal with 

memory and learning time restrictions. In this paper in order to 

solve the performance of large-scale AIA systems, and 

limitations of employing learning methods in these systems, 

MLENN-KELM approach has been proposed. In the proposed 

approach, first, most effective instances are selected from 

training set by Prototype Selection (PS) methods. The basic 

assumption of selecting effective instances is reducing the size of 

training set and solving memory restrictions in large-scale AIA 

systems and learning methods. Then, annotation process is done 

by Kernel Extreme Learning Machine algorithm (KELM). The 

main advantage of using KELM algorithm is the improvement of 

annotation performance than other learning methods. 

Experimental results on NUS-WIDE-Object image set 

demonstrate the good performance of proposed approach in 

solving large-scale AIA challenges and also capability 

improvement of KELM algorithm in large-scale applications. 

Keywords: Automatic Image Annotation, Kernel Extreme 

Learning Machine, Large-Scale Learning Context, Prototype 

Selection. 

1. Introduction 

AIA is the process of automatic assignment of text 

descriptions into digital images based on their visual 

contents [1]. This process is somewhat similar to object 

recognition. In AIA, the position of objects is not 

important while in object recognition it is substantial [2]. 

AIA as a pre-processing step can improve performance of 

text-based image retrieval (TBIR) systems. By using 

advantages of content-based image retrieval (CBIR) and 

improving retrieval accuracy, the process of searching a 

query image converts to text matching and retrieval speed 

will be increased [3]. 

With increasing the number of images and conceptual 

annotation words, AIA systems deal with some of major 

challenges. Some of main challenges are system scalability 

or memory restrictions and annotation performance [4]. 

Since AIA systems in real environments should be online 

with high performance results, challenge solving is critical. 

In recent years, extensive researches have been done to 

address mentioned challenges. In [3], [5] and [6] 

scalability challenge and in [2] and [7] large-scale image 

annotation performance is addressed.  

Because AIA is a multi-label classification problem, to 

predict multiple labels for each query image, label 

prediction and learning methods must be employed [8]. On 

the other hand, with the large number of images and 

annotation words, some of learning methods like Lazy, 

SVM and Neural Networks deal with learning time and 

memory limitations. So performance of large-scale AIA 

systems is extremely decreased due to the large number of 

instances. 

As previously stated, the main challenge of learning 

methods especially for their kernel versions in large-scale 

learning context is memory limitations in constructing 

kernel matrix and some of its operations. These limitations 

for some kernel learning methods like kernel SVM and 

KELM is pretty serious that these methods cannot be used 

in large-scale learning context [9]. In recent years, 

numerous researches have been done to overcome the 

limitations of using kernel methods [10–13]. A set of 
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approaches try to reduce training set size and construct a 

subset with lower instances. Proposed approaches in [9], 

[12] and [13] select some of instances from original set in 

a random way to construct reduced subset. The main 

disadvantage of random selection is the lack of attention to 

effective instances and tacking into account same value for 

instances. In subset construction procedure, selecting 

effective instances is important and lead to performance 

improvement.  

In this paper, in order to solve above mentioned challenges 

of large-scale AIA systems and also memory restrictions 

of kernel methods in large-scale learning context, Multi-

Label Edited Nearest Neighbor based Kernel Extreme 

Learning Machine (MLENN-KELM) has been proposed.  

In the proposed MLENN-KELM approach, at firstly and to 

scalable up AIA systems, large-scale training set is pre-

processed. Pre-processing step means using PS approaches 

and selecting effective instances and removing noisy and 

implicitly duplicated ones. AIA is a multi-label 

classification problem, while most of PS methods are 

based on single label instances [14,15]. So in the proposed 

approach, MLENN algorithm [16] has been employed. 

This method is proposed for balancing multi-label datasets 

and is based on ENN [17] that is one of the famous PS 

algorithms. 

To overcome annotation accuracy challenge and 

improving quality of predicted labels, kernel version of 

ELM has been employed [18]. ELM is new extension of 

Back Propagation algorithm [19]. ELM is a powerful 

method and it is led to performance improvement in 

various applications such as image understanding and 

video analysis [20–23]. As before stated, because of the 

large number of instances, this powerful method cannot be 

used in large-scale AIA. So this research tries to employ 

KELM in large-scale AIA with combining with a PS step.  

The contributions of this paper are listed as follows. (1) 

Scalability challenge in large-scale AIA is addressed by 

selecting effective instances from original training set. (2) 

By employing this idea, memory limitations of some 

kernel learning methods like KELM in large-scale learning 

context is resolved. More precisely, KELM can be applied 

in large-scale applications with this idea. (3) Annotation 

performance and quality of predicted labels by using 

MLENN-KELM in large-scale AIA is more improved than 

other state-of-the-art methods. Fig. 1 shows the overview 

of proposed MLENN-KELM approach. 

The remainder of this paper is as follows. Section 2 

reviews ENN and MLENN that are base algorithms in 

prototype selection step. Section 3 describes Kernel 

version of ELM. Proposed MLENN-KELM is presented in 

section 4. Section 5 is about experimental setup and 

results. Finally section 6 concludes this paper. 

 

 

Fig.1 Illustration of proposed MLENN-KELM approach. Large-scale 
labeled training instances are sent to pre-processing step and the process 

of selection of effective training instances by PS methods is done. Then 

the output of reduction phase i.e. reduced training set and unlabeled test 
instances are sent to annotation step. Annotation procedure is done by 

using KELM method. 

2. ENN and MLENN 

Wilson’s Edited Nearest Neighbor (ENN) has been 

proposed in 1972 [17]. This method finds effective 

instances by using nearest neighbor rule. For each training 

instance it is removed, if its label vector disagrees with 
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label vector voted from its K nearest neighbors. This 

process is executed once and for all instances. At the end 

of this process, remaining instances are prototypes and 

they can be used as new training set in learning methods. 

In order to improve performance of applying learning 

methods on multi-label datasets, MLENN approach has 

been proposed [16]. The assumption of MLENN in 

balancing of imbalanced dataset is identification and 

preservation of those instances which lead to creation of 

imbalance dataset. Thus, MLENN identifies all these 

instances. Then ENN rule applies on remaining instances. 

Instances which lead to unbalancing in data are identified 

with two LblIR and DSIR factors. LblIR shows imbalance 

level of each label. Eq. (1) shows the formula for 

calculating it. 
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In Eq. (1), y is arbitrary label from label set (Y) and Yi is 

label vector of i-th instance. Higher LblIR indicates higher 

imbalance ratio for each label. On the other hand, DSIR 

shows imbalance level of dataset and it is calculated by 

averaging among all LblIRs. Eq. (2) shows its calculation. 

   

(2)      
∑ (     ( ))

  
    

    ( )
 

 

The main idea of MLENN in balancing multi-label 

datasets is preserving those instances that have a label with 

LblIR greater than DSIR. Then ENN rule is applied on 

remaining instances and those instances that do not have 

ENN condition are removed. With increasing the number 

of images and annotation words, imbalance property of 

large-scale image sets is increased. So, in the proposed 

approach at first by computing LblIR and DSIR factors, 

imbalance instances are identified and sent to reduced 

training set. Then, the ENN is applied on the remaining 

instances and other effective instances are selected. After 

selecting effective instances, KELM is applied to predict 

labels of unlabeled instances. 

3. KELM 

ELM algorithm is proposed to speed up the learning 

process in single layer feed forward neural networks. The 

most important feature of ELM that distinguishes it from 

back propagation algorithm is random assignments of 

hidden neurons. In other words, at first and independent 

from learning process random hidden neuron parameters 

are assigned and iterative learning process in back 

propagation algorithm is converted to tuning free learning 

process [19]. 

Multiclass and kernel version of ELM have been proposed 

in [18]. These versions are became popular learning 

methods in machine learning research area and are used in 

various applications like image and video processing and 

understanding [20–23]. As well as the competency of 

KELM than other learning methods is proved in [18].  

The learning process in neural networks is based on 

finding optimal output weights. Eq. (3) shows output 

function of an ELM network with L hidden neuron. 

(3)  (  )  ∑     (        )   (  )
 

   
         

In Eq. (3), β=[β1, β2,…, βL]
T
 is the output weights matrix, 

h(Xi)=[h1(a1,b1,Xi),…, hj(aL,bL,Xi)] is the network output 

corresponding to training instance Xi and hj(.) is a 

nonlinear or kernel function like RBF. As well as aj and bj 

are the parameters of j-th hidden neuron that is randomly 

assigned in ELM algorithm. The learning process of ELM 

network is minimization of ||Hβ-Y||2 that H is the hidden 

layer output matrix and Y is the labels matrix. After 

solving optimization problem by Karush-Kohn-Tucker 

(KKT) theorem [24], output weights matrix (β) is obtained 

based on Eq. (4). 
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In Eq. (4), I is the identity matrix and 

Km={Km(Xi,Xj)}={h(Xi).h(Xj)} , i,j=1…N is the kernel 

matrix of training instances. After obtaining β in training 

process, the score vector of each unlabeled instances is 

calculated by Eq. (3). Then the decision about label 

assignment based on obtained score values is made. In 

single label classification, the largest value is considered 

as label of unlabeled instances. While in multi-label 

classification the decision making procedure is based on a 

predefined threshold value. 

4. Proposed MLENN-KELM approach 

As previously stated, the main idea of MLENN-KELM 

approach is solving limitations of employing KELM in 

large-scale AIA. A large-scale training set is sent to 

MLENN-KELM algorithm. At first and by employing Eq. 

(1) and (2), all of imbalanced instances are identified and 

added to reduced training set. 

After adding all imbalanced instances to reduced set, the 

decision about all other remaining instances are made. So, 
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K nearest neighbors of each instance is found. If the voted 

label vector of nearest neighbors is disagree with original 

label vector, instance is removed. Decision about 

disagreement level of label vectors is based on Hamming 

dissimilarity measure [16]. At the end of removing 

process, all instances that do not have removing condition 

are added into reduced set. Then, unlabeled instances are 

annotated by KELM algorithm. The main argument of 

using KELM is competency of performance of KELM 

than other version of ELM [9].  

To classify unlabeled test instances, KELM is learned on 

reduced training set with tuned parameters and the scores 

matrix is obtained. Then the multiple label assignment 

process is done. Various methods have been proposed in 

the literature for assigning labels in multi-label 

classification [8]. In this paper an adaptive thresholding 

mechanism has been employed. This mechanism assigns 1 

to all of the scores that are θ percent of sum of all scores 

and assigns 0 to remains. The output of algorithm is the 

predicted label vector of all unlabeled instances. Fig. 2 

shows pseudo code of proposed MLENN-KELM 

algorithm. 

MLENN-KELM algorithm 

Inputs: 
Trn  

Tst  

K  

C  

 

→ 

→ 

→ 

→ 

→ 

Large-scale Labeled Train dataset 

Large-scale unlabeled Test dataset 

Number of nearest neighbor 

Regularization coefficient  

Threshold parameter for assigning labels                           

…according to scores 

Outputs: 
Tst → Labeled test dataset 

Algorithm: 
1) 

2) 

3) 

4) 

5) 

6) 

7) 

8) 

9) 

10) 

11) 

12) 

13) 

14) 

15) 

16) 

17) 

18) 

19) 

20) 

Compute LblIR for each label in Trn from Eq. (1) 

Compute DSIR for Trn dataset from Eq. (2) 

for all Instance Xi in Trn 

if Xi has a label with LblIR > DSIR 

add Xi into S//reduced train instances 

else  

Find K-NN of Xi in Trn 

YPred=majority voting of K-NN  

if YPred and Yi is agree 

add Xi into S 

end of if 

end of else 

end of main for 

for all Instance Xi in Tst 

SCi = KELM(Xi, S ,C) 

end of for 

for all scorei in SCi 

Tsti= Label  percent of summation of SCi  

end of for 

Return Tst 

Fig. 2 Pseudo code of proposed MLENN-KELM algorithm. 

5. Experiments 

In this section, experimental results of proposed MLENN-

KELM approach are described. So, large-scale image 

annotation dataset descriptions, evaluation criteria and 

parameter tuning are described in the experimental setup 

sub-section. As well as the results of applying proposed 

approach is presented in the results sub-section. 

5.1 Experimental Setup 

In this paper, NUS-WIDE-Object large-scale image 

annotation set has been used [25]. This set includes 30000 

images crawled from Flickr
1
 in 31 object categories. From 

30000 images, 17928 images are considered as training set 

and 12072 images are considered as test set. In all 

experiments for representing each image three groups of 

global features are used [3,26]. These features are 144-

dimensional HSV color correlogram, 73-dimensional edge 

direction histogram and 128-dimensional wavelet texture. 

So each image represents by a 345-dimensional vector. 

To evaluate proposed MLENN-KELM approach, 

precision, recall and F1 classification measures have been 

used. As well as and to compute these criteria in multi-

label learning context, macro and micro averaging 

strategies have been employed [8,27]. So, for evaluating 

classification performance, micro precision, macro 

precision, micro recall, macro recall, micro F1 and macro 

F1 are calculated. 

In MLENN-KELM algorithm, the number of nearest 

neighbors (K), threshold value (θ) and regularization factor 

in KELM (C) must be tuned. These parameters are 

adjusted by 2-fold cross validation strategy on train and 

validation sets. The optimal values of K, θ and C are 

initialized to 25, 0.18 and 4 respectively. As well as RBF 

(sig=4.5) is used as kernel function in KELM [9]. 

5.2 Results 

In this sub-section, experimental results of applying 

proposed MLENN-KELM approach on NUS-WIDE-

Object are presented. MLENN-KELM is compared with 

Base KNN (K=1) [25], ELM [18], Baselines approach 

[28], RKELM [9] and MLENN [16]. Table 1 shows 

comparison of annotation performance between different 

approaches on NUS-WIDE-Object. 

 

 

 

 

 

                                                           
1
 www.flickr.com 
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Table 1: Performance comparison of MLENN-KELM and state-of-the-art 

methods on NUS-WIDE-Object. 
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Base KNN (K=1) 

[25] 
23.94 24.89 24.41 31.34 30.80 31.07 

MLENN [16] 25.59 23.27 24.37 32.58 30.09 31.29 

Baselines [28] 25.78 24.54 25.14 32.31 19.73 24.5 

ELM [18] 15.13 32.03 20.55 32.56 50.34 39.54 

RKELM [9] 16.74 26.83 20.62 31.08 39.03 34.60 

MLENN-KELM 34.27 42.32 37.87 43.99 44.62 44.30 

As it can be seen from Table 1, the proposed MLENN-

KELM approach has better annotation performance than 

other methods. The improvements of MLENN-KELM in 

macro F1 compared to KNN, MLENN, Baselines 

approach, ELM and RKELM are 13.46%, 13.5%, 12.73%, 

17.32% and 17.28% respectively. As well as the 

significant improvements can be seen in terms of micro 

F1. The improvements of MLENN-KELM in micro F1 

compared to KNN, MLENN, Baselines approach, ELM 

and RKELM are13.23%, 13.01%, 19.8%, 4.76% and 9.7% 

respectively.  

The good annotation performance of MLENN-KELM than 

other methods in large-scale AIA shows the importance of 

using KELM in large-scale AIA. But this method cannot 

be used on training set with the large number of instances 

and the large-scale set must be reduced. However, every 

reduced training set is not suitable for using in KELM and 

optimal reduced training set should be found.  

6. Conclusions 

In this research, to resolve challenges of large-scale AIA 

systems and also KELM memory restrictions in such 

systems, reducing training set and selecting effective 

prototypes approach is employed. In the proposed KELM-

MLENN approach at first, training set size is reduced by 

MLENN algorithm. The reduced training set is considered 

as a new training set in KELM algorithm and unlabeled 

test instances are annotated. By proposing this approach, 

kernel methods like KELM that have memory limitations 

in large-scale learning context can be used in these 

domains. So, in this paper the challenges of using KELM 

in large-scale AIA systems are addressed. Experimental 

results on a large-scale image set showed effectiveness and 

efficiency of our proposed MLENN-KELM approach.  

In other future researches, we are going to improve the 

annotation performance of large-scale AIA systems by 

combining prototype and feature selection methods. So, 

effective instances by intrinsic features are selected and 

sent to KELM algorithm for annotating unlabeled 

instances.  
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